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Abstract— In Networked Control Systems (NCS’s) achievable
performance is limited by the characteristics of the communica-
tion links used to transmit signals in the loop. In this paper we
focus on ideal bit-rate limited channels, i.e., channels in which
signals need to be quantized prior to transmission. We use noise
shaping quantization ideas to develop a novel NCS architecture
that takes quantization into account. Using linear time invariant
system theoretical tools, we show how to design a noise shaping
quantizer that minimizes the impact of quantization noise on
loop performance, as measured by the variance of the tracking
error component due to quantization. We provide explicit ana-
lytical expressions for both the optimal noise shaping quantizer
parameters and the optimum achievable performance. It is also
shown that the proposed NCS architecture outperforms other
schemes recently proposed in the literature.

I. I NTRODUCTION

Standard control theory assumes that the interconnection
of plant and controller istransparent, i.e., transmitted sig-
nals are equal to received signals. This paradigm is often
appropriate and underlies many successful control design
methods, as discussed, for example, in [1], [2]. However,
in some situations the characteristics of the underlying
communication channels, renders the assumption of ideal
communication links unacceptable. Control systems where
the communication link constitutes a bottleneck in achievable
performance are commonly referred to asNetworked Con-
trol Systems(NCS’s); see, e.g., [3]–[6] and the references
therein. The communication link can either be dedicated
or consist of a network which is shared between several
users. Novel aspects introduced by the presence of non-
transparent communication links in control include time
delays, data-dropouts and quantization [7], [8]. Moreover,
from an analysis perspective, even basic system theoretic
notions, such as closed loop stability and asymptotic tracking
are far from trivial in the networked control context; see, e.g.,
[9]–[14].

When designing NCS’s, the characteristics of the com-
munication system should be explicitly taken into account
to ensure acceptable performance levels. This raises new
challenges [15], [16]. A key observation is that, in NCS’s,
there exist additional degrees of freedom in the design
process as compared with traditional control loops. As a con-
sequence, to optimize performance, it is useful to investigate
architectural issues and signal coding methods; see also [17]–
[19].

Several NCS architectures have been studied in the liter-
ature. One can distinguish configurations where the channel
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is located in theup-link, i.e., between sensors and controller
input [9], [17], and where it lies in thedown-link, i.e.,
between controller output and actuators [12]. More general
architectures, where the processing power is distributed, have
also been examined; see, e.g., [15], [16], [18], [20].

In this paper we assume that a given design (thenom-
inal design) has been carried out under the assumption of
ideal communication links, but the control loop has to be
implemented considering a bit-rate limited channel in the
down-link. Thus, the controller output must be quantized
prior to transmission. To that end, we borrow ideas from the
Σ∆-converter literature (see, e.g., [21], [22]), and employ
noise shaping quantizers to code the controller output. We
show how to design the noise shaping quantizer so as
to minimize the impact of quantization noise on the loop
tracking error, as measured by the variance of the tracking
error component due to quantization noise. As in other
contemporary approaches to NCS design, see [11], [23], [24],
we will deploy design methodologies that utilise LTI system
theoretic ideas.

The present paper extends work described in three early
papers by the same authors [25]–[27]. Indeed, the architec-
tures considered in those papers turn out to be special cases
of the scheme considered in this paper. Consequently, the
best achievable performance of NCS schemes studied in [25],
[27] is never better than the best achievable performance of
the noise shaping NCS’s to be studied in the current paper.

The remainder of this paper is organized as follows:
Section II presents technical preliminaries and definitions.
Section III defines the problem of interest. Section IV
presents the main results, and Section V illustrates them with
a simple example. Finally, conclusions are drawn in Section
VI.

II. PRELIMINARIES AND NOTATION

In the remainder of this paper we use standard vector space
notation for signals. For example,x denotes{x(k)}k∈N0 . We
also usez as both the argument of the z-transform and as
the forward shift operator, where the meaning is clear from
the context.

The set of all scalar real rational discrete time transfer
functions will be denoted byR. We also defineRH2 as
the subset ofR composed of all strictly proper and stable
transfer functions,RH∞ as the subset ofR composed of
all proper and stable transfer functions, andRH⊥2 , R −
RH2 [28], [29]. We note that everyH(z) ∈ RH∞ can be
decomposed asK + Ĥ(z), with Ĥ(z) ∈ RH2 andK ∈ R.
If K = 0, thenH(z) ∈ RH2 andvice versa.



For everyH(z) ∈ R we define the2−norm as

||H(z)||2 =

√
1
2π

∫ π

−π

|H(ejω)|2 dω, (1)

provided the integral converges. In particular, it converges
for all H(z) ∈ R having no poles on the unit circle.

Using a partial fraction expansion, everyH(z) ∈ R can
be written as

H(z) = H⊥(z) + H2(z), (2)

whereH⊥(z) ∈ RH⊥2 and H2(z) ∈ RH2. It can also be
shown that [29]

||H(z)||22 = ||H⊥(z)||22 + ||H2(z)||22 . (3)

Given H(z) ∈ R, we define a generalized Blaschke
product for H(z) as any functionξH(z) ∈ R such that
ξH(z)H(z) is stable, minimum phase (MP), biproper and
has unit magnitude for allz = ejω. Such a function exists
if and only if H(z) does not have poles or zeros on the unit
circle. A particular expression forξH(z) is given by

ξH(z) = zreldg{H(z)}
(

nc∏

i=1

1− zc̄i

z − ci

)


np∏

j=1

z − pj

1− zp̄j


 ,

(4)

where reldg {H(z)} is the relative degree ofH(z),
{ci}i=1,···nc (resp. {pj}j=1,···np ) is the set of NMP zeros
(resp. unstable poles) ofH(z), and (̄·) denotes complex
conjugation.

All signals in this paper are assumed to be wide sense
stationary (wss.) stochastic processes with zero mean and
rational power spectral density (PSD). Given a processx,
we define its variance asσ2

x;

σ2
x , E {

x(k)2
}

=
1
2π

∫ π

−π

∣∣Ωx(ejω)
∣∣2 dω = ||Ωx(z)||22 ,

whereΩx(z) ∈ R is such that
∣∣Ωx(ejω)

∣∣2 is the PSD ofx.

III. PROBLEM DEFINITION

Standard control theory (see, e.g, [1], [2]) assumes that
the communication link between sensors and controller, as
well as between controller and actuators, is transparent. This
situation is depicted in Figure 1, and will be referred to as
thenominal loop. In Figure 1,G(z) ∈ R is the plant transfer
function, C(z) ∈ R is the controller transfer function,r is
the reference signal,y is the plant output (sensor output),
uc is the controller output andu = uc is the plant input
(actuator input). In this architecture, the tracking error

e , r − y (5)

satisfies

e = So(z)r, (6)

where

So(z) , (1 + G(z)C(z))−1 (7)

r
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Fig. 1. Standard non-networked control loop.
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Fig. 2. Noise shaping quantizer.

is the loop sensitivity [1]. The complementary sensitivity is
To(z) , 1− So(z).

The new ingredient in NCS’s, when compared to the
idealized architecture in Figure 1, is that the communication
links are not (or cannot be regarded as) ideal. In this
setting, quantization, time delays and data drops may have a
significative impact on loop performance [7], [8].

In this paper we are interested in the control of the SISO
plant G(z) over a bit-rate limited digital communication
channel, without data drops or time delays. Thus, the data
sent through the channel must be quantized prior to trans-
mission.

A. Quantization scheme and corresponding model

Following standard quantization methods, we will consider
a noise shaping quantizer, as depicted in Figure 2 (see also
[21], [22]). In Figure 2,x denotes the signal to be quantized,
w is a quantized signal thatcodesx in an appropriate fashion,
and x̂ is an approximation tox. T1(z), L2(z) andT3(z) are
scalar proper transfer functions to be designed1. QV

b is a
b−bit uniform quantizer with range[−V, V ], i.e.,

w(k) = QV
b (v(k)), ∀k ∈ N0, (8)

where

QV
b (x) =





(⌊
x
∆

⌋
+ 1

2

)
∆ if − (

2b−1 − 1
)
∆ ≤ x <(

2b−1 − 1
)
∆

V if x ≥ (
2b−1 − 1

)
∆

−V if x < − (
2b−1 − 1

)
∆

(9)

and∆ = 2V
2b−1

.
For the purpose of analysis and design, we will assume

thatV is such that the probability of quantizer overflow, i.e.,
P (|v| > V ), is negligible, thatb is large enough, and thatv
is randomenough (see discussion in [23], [30], [31]). Under
these conditions, it can be assumed that

w = v + q, (10)

whereq is an independent white noise sequenceuniformly
distributed in[−∆

2 , ∆
2 ]; q denotesquantization noise.

1Usually, T3(z) is referred to as an interpolation or reconstruction filter
[21]



It is easily shown that the variance ofq is given by

σ2
q =

∆2

12
=

V 2

3(2b − 1)2
. (11)

On the other hand, it should be noted that, in order to guar-
antee negligible overflow,V should be selected according to
the distribution ofv. Therefore,q turns out to be dependent
on the quantizer input2. In particular, it can be shown that

SNR , σ2
v

σ2
q

(12)

can befixed for a given distribution ofv by means of an
appropriate choice forV [22]. As an illustration, assume
that v is a sequence of i.i.d. zero mean Gaussian random
variables with varianceσ2

v and chooseV = 4σv. This implies
a probability of quantizer overflow ofP (|v| > 4σv) =
6.33 · 10−5, which is usually considered to be negligible for
practical purposes. This choice forV leads to

SNR =
3
16
· (2b − 1)2. (13)

B. NCS architecture

The NCS architecture that we will consider in the remain-
der of this paper is depicted in Figure 3. The key difference
between the architecture in Figure 3 and the scheme in Figure
1 is that a communication link has been placed between
the controller and plant. In particular, the channel input is
encoded with a noise shaping quantizer as described in the
last section. The link between the output of the quantizer and
the input ofT3(z) is formed by a bit-rate limited channel.
We will further assume that no transmission errors occur and
that there are no channel delays. Thus, we will assume that
w = ŵ.

Following standard communication nomenclature, we
reinterpret the left part of the noise shaping quantizer as an
encoderand the right part, i.e.,T3(z), as adecoder.

The architecture described above enriches the simple
pre- and post-filtered PCM quantization-based NCS schemes
studied in [25], [27]. Those schemes can be recovered by
settingL2(z) = 0. Later we will show that the architecture
in Figure 3, in general, attains better performance than the
architectures studied in [25], [27].

In order to not alter the nominal relations in (6), we will
make the following assumption regardingT1(z), T3(z) and
L2(z):

Assumption1: T1(z), T3(z) andL2(z) are such that

T1(z) (1 + L2(z))−1
T3(z) = 1. (14)

We note that the last assumption is equivalent to ensuring
that the transfer function between the controller output,uc,
and the plant input,u, is the identity, when no quantization
is present. For subsequent reference, we also define

S2(z) , (1 + L2(z))−1 (15)

as the sensitivity of the inner loop.

2This is, of course, no surprise since quantization is a purely deterministic
process and, as a consequence,q depends in a very specific way onv.

In the sequel we will propose an optimal procedure to
chooseT1(z), L2(z) andT3(z). To that end, we will assume
that a satisfactory nominal design has been carried out. In
particular, we introduce:

Assumption2: C(z) is given and stabilizes the nominal
loop.

Remark1: We note that, if Assumptions 1 and 2 hold,
and q is assumed to be fully exogenous, then the NCS in
Figure 3 is stable (and well possed) if and only ifT3(z) and
S2(z) are stable, minimum phase (MP) and biproper. This
follows from standard ideas of avoiding unstable pole-zero
cancellations (see, e.g., [1]).N

IV. OPTIMAL NOISE SHAPING

This section analyzes the NCS architecture proposed in the
previous section and describes a procedure to chooseT1(z),
L2(z) andT3(z).

A. Analysis

From Figure 3 it is straightforward to see that

e = r − y = −So(z)G(z)T3(z)S2(z)q + So(z)r, (16)

Therefore, the variance of the component of the tracking
error due to quantization noise,eq, is given by

σ2
eq

= σ2
q ||So(z)G(z)T3(z)S2(z)||22 . (17)

According to the quantization model in Section III-A,σ2
q is

not independent. Indeed, using (12) it follows that

σ2
eq

=
σ2

v

SNR
||So(z)G(z)T3(z)S2(z)||22 . (18)

On the other hand, it is easy to see that (recall (14))

v = T3(z)−1C(z)So(z)r−(
T3(z)−1C(z)So(z)G(z)T1(z)−1 + T2(z)

)
q, (19)

whereT2(z) , 1− S2(z). Therefore,

σ2
v =

∣∣∣∣T3(z)−1C(z)So(z)Ωr(z)
∣∣∣∣2

2
+

σ2
q

∣∣∣∣T3(z)−1C(z)So(z)G(z)T1(z)−1 + T2(z)
∣∣∣∣2

2
,
(20)

where we have used the fact thatq is independent and has
zero mean, and

∣∣Ωr(ejω)
∣∣2 is the PSD of the processr. Using

(12) and (20) in (18) it follows that

σ2
eq

=

∣∣∣∣T3(z)−1C(z)So(z)Ωr(z)
∣∣∣∣2

2
||So(z)G(z)T3(z)S2(z)||22

SNR − ||1− S2(z)So(z)||22
.

(21)

We note that ifL2(z) = 0 ⇔ S2(z) = 1, then (21) reduces
to

σ2
eq

=

∣∣∣∣T3(z)−1C(z)So(z)Ωr(z)
∣∣∣∣2

2
||So(z)G(z)T3(z)||22

SNR − ||To(z)||22
,

(22)

which is the variance of the component of the tracking error
due to quantization noise in the case of pre- and post-filtered
PCM quantization, as studied previously in [25], [27].
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Fig. 3. Noise Shaping NCS Architecture.

B. An analytical solution

This section presents analytical expressions for the transfer
functionsT1(z), L2(z) andT3(z) which minimize the impact
of the communication link on closed loop performance. We
do this by introducing a simplifying assumption.

1) Preliminaries: We first present some technical prelim-
inaries.

Define the set

S , {H(z) ∈ R : H(z) = 1−M(z),M(z) ∈ RH2} ,
(23)

and the functional

J , ||S(z)A(z)||22 . (24)

Also define

Jopt , min
S(z)∈S

J, (25)

Sopt(z) , arg min
S(z)∈S

J. (26)

We then have the following result:
Lemma1: If A(z) ∈ R does not have poles or zeros on

the unit circle, then:

1) The optimalS(z) in (26) is given by

Sopt(z) =
(

ξA(z)A(z)
{ξA(z)A(z)}|z=∞

)−1

, (27)

whereξA(z) is a generalized Blaschke product forA(z).
2) The optimal functional value in (25) is given by

Jopt = ({ξA(z)A(z)}|z=∞)2

= exp
(

1
2π

∫ π

−π

ln
∣∣A(ejω)

∣∣2 dω

)
. (28)

3) The optimal parameterSopt(z) is such that the spectrum
of Sopt(z)A(z) is white (i.e., has a constant magnitude
for all ω).
Proof:

1) Using the properties of the2−norm, the fact that∣∣ξA(ejω)
∣∣ = 1, and the definition ofS, it follows that

J = f

∣∣∣∣
∣∣∣∣
(

1− 1
z
Q(z)

)
F (z)

∣∣∣∣
∣∣∣∣
2

2

, (29)

whereQ(z) ∈ RH∞ and

f , ({ξA(z)A(z)}|z=∞)2 , (30)

F (z) , ξA(z)A(z)
{ξA(z)A(z)}|z=∞

. (31)

Note that, given the definition ofξA(z), F (z) is
biproper, stable, MP and such thatF (∞) = 1. There-
fore,

J = f ||zF (z)−Q(z)F (z)||
= f ||zF (∞)||22 + f ||z (F (z)− F (∞))−Q(z)F (z)||22
= f + f ||z (F (z)− 1)−Q(z)F (z)||22 . (32)

Therefore, the parameterQopt(z) ∈ RH∞ that mini-
mizesJ is given by

Qopt(z) = zF (z)−1 (F (z)− 1)

⇒ Sopt(z) = 1− 1
z
Qopt(z) = F (z)−1. (33)

Recalling the definition ofF (z), the result (27) follows.
2) The first part of the result follows directly from (32)

and the definitions off andQopt(z).
To prove thatJopt can be written as in (28), it suffices
to note that, given the properties ofξA(z),

1
2π

∫ π

−π

ln
∣∣A(ejω)

∣∣2 dω =
1
2π

∫ π

−π

ln f
∣∣F (ejω)

∣∣2 dω

=
1
2π

∫ π

−π

ln fdω+

1
2π

∫ π

−π

ln
∣∣F (ejω)

∣∣2 dω.

(34)

Now, recall thatF (z) is biproper, stable, MP and such
that F (∞) = 1. Therefore, it can be regarded as the
sensitivity of a loop in which the open loop transfer
function is stable and strictly proper. Using the Bode
integral (see, e.g., [1], [32]) it follows that the last
integral in (34) equals zero. Therefore,

1
2π

∫ π

−π

ln
∣∣A(ejω)

∣∣2 dω = ln f. (35)

The result follows.
3) Immediate form part (1) and the properties ofξA(z).



Remark2: If A(z) does have poles and/or zeros on the
unit circle, then it can be proved, using a procedure similar
to that in [33] (Lemma10, p. 171), thatJopt (defined by an
infimum and not a minimum as above) is still as in Lemma
1. Then, one can construct a sequence of stableS(z)’s that
achieve a costJ as close toJopt as desired. Note, however,
that there is no stableS(z) that achievesJopt. N

Remark3: Assume a linear system with transfer function
S(z) ∈ S whose input is an arbitrary wide sense stationary
stochastic processx with PSD

∣∣Ωx(ejω)
∣∣2 =

∣∣Hx(ejω)
∣∣2 σ2

ux
,

whereHx(z) is such thatHx(∞) = 1 and having no poles
or zeros on the unit circle.σ2

ux
is the variance of the white

noise sequenceux that excitesHx(z) to generatex.
Under the conditions of the last paragraph, Lemma 1

implies that the transfer functionS(z) ∈ S that achieves
minimum varianceat its output when its input isx, is such
that its output is white noise, with the same variance as the
variance of the white noise considered when generatingx.
We note that these conclusions are consistent with minimum
variance control for MP plants [34].N

Based on the previous observations we see that Lemma 1
shows that the optimal parameterS(z) ∈ S is such that it
whitensthe spectrum ofA(z). Accordingly, we will use the
term optimal whitening filter forA(z) to refer toSopt(z).

2) Simplifying assumption:We will next apply the results
in Lemma 1 to derive optimal values ofT1(z), L2(z) and
T3(z) in Figure 3. To achieve a closed form solution, we
make the following simplifying assumption:

SNR − ||1− S2(z)So(z)||22 ≈ SNR , (36)

which implies (see (21))

σ2
eq
≈ Ĵ ,

∣∣∣∣T3(z)−1C(z)So(z)Ωr(z)
∣∣∣∣2

2
||So(z)G(z)T3(z)S2(z)||22

SNR
.

(37)

We note that this restriction is actually quite mild. Indeed,
we will see in Section V that the consequences of this
assumption lead to valid performance predictions even for
very low bit-rates. Clearly,Ĵ is the (approximate) variance
of the component of the tracking error due to quantization
noise.

As is common practice in actual implementations of noise
shaping quantizers (see, e.g., [22]), we will also assume the
following:

Assumption3: T3(z) ∈ S (see definition in (23)).
Assumptions 1, 2 and 3 (recall Remark 1) imply that

we are interested in the set of triplets(T1(z), L2(z), T3(z))
defined by

O , {(T1(z), L2(z), T3(z)) ∈ R3 : T3(z) ∈ S and is MP,

(1 + L2(z))−1 is stable,

MP and biproper, andT1(z) (1 + L2(z))−1
T3(z) = 1.}

(38)

Accordingly, we define

Ĵopt , min
(T1(z),L2(z),T3(z))∈O

Ĵ (39)

and

(T̂1 opt(z), L̂2 opt(z), T̂3 opt(z)) , arg min
(T1(z),L2(z),T3(z))∈O

Ĵ .

(40)

3) Key Result:We are now in a position to state the key
result of this paper:

Theorem1: Provided C(z)S(z)Ωr(z) and So(z)G(z)
have no poles or zeros on the unit circle, then:

1) The optimal noise shaping parameters defined in (40)
are given by

T̂1 opt(z) =
ξ2(z)So(z)G(z)

{ξ2(z)So(z)G(z)}|z=∞
(41)

T̂3 opt(z) =
ξ1(z)C(z)So(z)Ωr(z)

{ξ1(z)C(z)So(z)Ωr(z)}|z=∞
(42)

L̂2 opt(z) = T̂3 opt(z)T̂1 opt(z)− 1, (43)

where ξ1(z), ξ2(z) are generalized Blaschke products
for C(z)So(z)Ωr(z) andSo(z)G(z), respectively.

2) The corresponding optimal loss function is given by

Ĵopt =
1

SNR
({ξ1(z)ξ2(z)To(z)So(z)Ωr(z)}|z=∞)2 .

(44)
Proof:

1) We write

Ĵ =
1

SNR
J1J2, (45)

where

J1 =
∣∣∣∣T3(z)−1C(z)So(z)Ωr(z)

∣∣∣∣2
2
,

J2 = ||So(z)G(z)T3(z)S2(z)||22 . (46)

Since there are two degrees of freedom available, we
can minimize Ĵ in a two step procedure. We first
minimize J1 by choosingT3(z) and we then minimize
J2 by choosingS2(z).
SinceT3(z) ∈ S and is MP, it follows thatT3(z)−1 ∈ S.
In addition, C(z)So(z)Ωr(z) is assumed to have no
poles or zeros on the unit circle. Therefore we can
immediately utilize Lemma 1 giving

T̂3 opt(z) =
ξ1(z)C(z)So(z)Ωr(z)

{ξ1(z)C(z)So(z)Ωr(z)}|z=∞
. (47)

SubstitutingT̂3 opt(z) into J2 yields

J2 =
∣∣∣
∣∣∣So(z)G(z)T̂3 opt(z)S2(z)

∣∣∣
∣∣∣
2

2
. (48)

We note that, in order for the inner loop in Figure 3 to
be well defined,L2(z) must be strictly proper, i.e., there
must exist a proper̄C(z) such thatL2(z) = z−1C̄(z).
Therefore,S2(z) is an admissible sensitivity function
(i.e., a sensitivity function originating in a stabilizing
and proper controllerC̄(z)) for the plant z−1. The



Youla parameterization (see, e.g., [1]) ensures that all
admissibleS2(z) can be written as

S2(z) = 1− 1
z
Q(z), (49)

whereQ(z) ∈ RH∞. As a consequence,S2(z) ∈ S.
Since, in addition,So(z)G(z) is assumed to have no
poles or zeros on the unit circle, and̂T3 opt(z) is stable,
MP and biproper, we can use Lemma 1 again to obtain

Ŝ2 opt(z) =
(

ξ2(z)So(z)G(z)
{ξ2(z)So(z)G(z)}|z=∞

T̂3 opt(z)
)−1

.

(50)

Therefore,

L̂2 opt(z) =
ξ2(z)So(z)G(z)

{ξ2(z)So(z)G(z)}|z=∞
T̂3 opt(z)− 1.

(51)

Finally, using the fact thatT1(z)S2(z)T3(z) = 1, it
follows that

T̂1 opt(z) =
ξ2(z)So(z)G(z)

{ξ2(z)So(z)G(z)}|z=∞
. (52)

Given the properties of generalized Blaschke products,
the optimal triplet defined in the previous paragraphs
belongs toO, as required.

2) Immediate form the part1 and Lemma 1.

Remark4: Theorem 1 can be extended to cases in which
C(z)S(z)Ωr(z) and/or So(z)G(z) have poles or zeros on
the unit circle as discussed in Remark 2N.

We also have the following corollary to Theorem 1:
Corollary 1: Under the conditions of Theorem 1,

L̂2 opt(z) = 0 if and only if To(z)So(z)Ωr(z) is a constant.
Proof: The result follows from Theorem 1, the de-

finition of loop sensitivities and the fact that, given the
properties of Blaschke products, havingξA(z)A(z) constant
is equivalent to havingA(z) constant.

The above corollary implies that (save for the very special
case in whichTo(z)So(z)Ωr(z) is constant) the best achiev-
able performance of the novel noise shaping NCS studied in
this paper is guaranteed to be better than the performance
of the pre- and post-filtered PCM quantization-based NCS
schemes studied previously in [25], [27]. As stated before,
this is as expected given the fact that the PCM-based scheme
is a special case of the noise shaping scheme.

Further insight into the nature of the optimal noise shaping
NCS can be gained by noting that, under the assumption that
the SNR is large, thenq is small and hence (19) reduces to

v ≈ T3(z)−1C(z)So(z)r. (53)

Under these conditions, the optimal choice forT3(z) is such
that it whitens the input to the quantizer, v. Furthermore,
once v has been whitened, the optimal choice forL2(z)
(equivalentlyS2(z)) is such that itwhitens the effect of the
quantization noise on the tracking error(see (16)).

V. EXAMPLE

This section presents a simple example to illustrate the
results in this paper.

A. Nominal design

We consider a continuous time plant given byGo(s) =
2(5s + 1)−1, sampled everyT = 1[s] using a zero order
hold at its input. The corresponding discrete time transfer
function is

G(z) =
0.36254

(z − 0.8187)
.

We will consider two different reference signals,r1 and
r2, with PSD’s given by

∣∣Ωr1(e
jω)

∣∣2 =
∣∣∣∣

0.02
ejω − 1

∣∣∣∣
2

,

∣∣Ωr2(e
jω)

∣∣2 =
∣∣∣∣

0.03
(ejω − 0.9)(ejω − 0.7)

∣∣∣∣
2

.

For the control ofG(z) we choose the PI controller

C(z) =
2.4488(z − 0.4871)

(z − 1)
.

This controller is assumed to give satisfactory performance
in the absence of channel quantization.

B. The case ofr1

In this case,To(ejω)So(ejω)Ωr1(e
jω) is approximately

constant for all ω. Then, Corollary 1 suggests that the
PCM based scheme described in [25], [27] (called the PCM
scheme in the sequel) should have a performance which is
close to that of the noise shaping based scheme studied in
this paper. This is confirmed by the results in Figure 4. In
that figure, we show theempirical, i.e., simulated (using an
actual uniform quantizer), loop error sample variance as a
function of the bit-rateb/T of the communication channel,
considering several coding schemes. It is clear that the closed
loop performance can be significantly improved through
(PCM or noise shaping based) coding. It is worth noting
that for high bit-rates, the performance of the networked
control loop (with and without coding) is almost identical
to the nominal performance. This is a consequence of the
associated high signal-to-noise ratio (see (21)).
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Fig. 4. Sample loop error variance as a function of the channel bit-rate
(r = r1).



C. The case ofr2

Figure 5 shows the empirical loop error sample variance
when consideringr2 as reference together with various
coding schemes. In this case,To(ejω)So(ejω)Ωr2(e

jω) is
far from being constant. Therefore, the fact that the noise
shaping coder system outperforms PCM is no surprise.
Again, the benefits of coding are apparent.

D. Testing impact of simplifying assumption

In Figure 6 we show a comparison between the theoretical
variance of the loop error as given by Theorem 1 and the
empirical loop error sample variance, whenr = r2 and
optimal noise shaping coding is employed. In Figure 6,
σ2

er
refers to the theoretical variance of the effect of the

reference on the tracking error, i.e.,||So(z)Ωr(z)||22 (see
(16)). Theempirical results refer to the observed variance
under simulated conditions. Except for the extreme case
b = 1, a very close match is obtained, and even forb = 1,
the qualitative performance is as predicted.

VI. CONCLUSIONS

This paper has studied a novel noise shaping quantizer
based coder/decoder system for NCS’s in which the com-
munication between controller and plant is performed over
a bit-rate limited digital channel. It has been shown how the
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Fig. 5. Sample loop error variance as a function of the channel bit-rate
(r = r2).
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Fig. 6. Comparison between analytical performance index values and
empirical values withr = r2 and optimal noise shaping coding.

various design parameters can be chosen so as to minimize
the impact of channel imperfections on loop performance.
The results have been confirmed by non idealized simulations
using a bit-rate limited communication channel.
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