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ABSTRACT

Zañartu Salas, M. Ph.D., Purdue University, August 2010. Acoustic Coupling in
Phonation and its Effect on Inverse Filtering of Oral Airflow and Neck Surface Ac-
celeration. Major Professor: George R. Wodicka.

Many aspects of the coupling between vocal fold motion, glottal airflow, and

resulting sound waves remain unexplored, particularly during incomplete glottal clo-

sure. In addition, this coupling has been associated with distortions in the estimates

of glottal parameters obtained from neck acceleration measurements, thus affecting

the ambulatory assessment of vocal function. This acoustic coupling and its effects

on inverse filtering of oral airflow and neck surface acceleration during vowel pro-

duction were investigated using numerical and experimental methods. A lumped

element self-oscillating model was extended to include different types of incomplete

glottal closure, which provided an enhanced simulation tool that mimicked normal

and hyperfunctional voices. Novel in vivo measurements and analyses of vocal fold

tissue instabilities due to acoustic coupling were obtained using synchronous laryngeal

high-speed videoendoscopy recordings. These observations suggested that instabili-

ties differed at the vocal fold tissue level from those where no strong coupling was

present, but classified each as subcritical Hopf bifurcations. These findings supported

the concept of describing interactions within the voice production system based on

acoustic impedance representations. In addition, an impedance-based inverse filtering

approach with time-varying glottal coupling demonstrated how source-tract interac-

tions skewed and altered the glottal pulses. Based on these observations, a subglottal

inverse filtering scheme for neck surface acceleration was proposed and evaluated,

yielding estimates of glottal aerodynamic parameters with accuracy comparable to

that of standard pneumotachograph measurements and closed-phase inverse filtering.
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1. INTRODUCTION

This chapter introduces the motivation for the proposed research, indicating the

problem and its significance. The objectives and hypotheses of the research and

its expected contributions are stated. The structure of the thesis document is then

described.

1.1 Motivation

Linear source-filter theory, as applied to voice production [1], assumes that the

glottal impedance is much larger than the acoustic input impedance of the vocal tract

and subglottal system, with no interaction or coupling between components taken into

account. Different studies have elucidated the importance of the interaction, noting

that it affects glottal airflow introducing skewing and ripples in the open phase of

its pulses [2–5], which has been referred to as “true glottal source” [6–8]. Source-

filter interaction has also been related to the effects of incomplete glottal closure,

which provides the basis of the current understanding of breathy and female voices.

Indeed, it was shown that incomplete glottal closure is related to: changes in the

harmonic decay of the source spectra and changes in the vocal tract formant and

bandwidths [9–12], the introduction of turbulent noise [10,13], and fluctuations during

the closed phase of the cycle [14, 15].

More recently, researchers have revised principles governing source-filter interac-

tion [16, 17] based on enhanced vocal tract geometries [18–22] that suggest the tract

has an impedance comparable or even larger than that of the glottis [23]. A recent

theory [17] proposed that irregularities, instabilities, and nonlinear phenomena in

voice production can be highly affected or triggered by the acoustic coupling between
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components. It was also stated that this interaction could be completely described

in terms of the system impedances.

Many questions regarding source-filter interactions remain unanswered, as sup-

porting evidence with human subjects has been partial and many theoretical aspects

have not been covered. The foundations supporting the interaction are constituted

by numerical simulations or recordings of radiated pressure. Some of the aspects that

remain largely untested or not fully validated with human subject data include the

presence of skewing and ripples in the glottal pulses and in vivo visualizations of

acoustically-induced instabilities in vocal fold tissue motion. Furthermore, nonlinear

source-filter coupling theory [17] is considered incomplete, as it only refers to the tract

impedance without accounting for the effects of different glottal configurations. In

particular, it is currently unclear how the source-filter coupling affects the tissue dy-

namics, energy transfer, and glottal aerodynamics during the presence of incomplete

glottal closure, where coupling between the subglottal and supraglottal tracts is also

present.

An important application where nonlinear, interactive principles in voice produc-

tion affect current practices is in the inverse filtering of speech sounds. This technique

is used to estimate the source of excitation at the glottis and it is based on source-

filter theory principles to separate and remove the acoustic effects of the tracts. This

technique is primarily performed for the vocal tract using recordings of oral airflow or

radiated pressure. A wide range of applications make use of inverse filtering, including

the assessment of vocal function [24–26], vocal training [27], speech enhancement [28],

speech synthesis [29], speech coding [30], and speaker identification [31]. Most recent

methods in inverse filtering make use of the closed phase of the vocal fold oscillation,

where the glottis remains closed and the flow-sound interaction is assumed to be

largely suppressed [31, 32]. This approach has been suggested to overcome problems

found in traditional and alternative methods [33, 34], and it is expected to preserve

more closely the “true glottal source”. However, the effects of incomplete glottal

closure on this technique remain unexplored. It is possible that closed-phase based
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methods incorrectly suppress ripples during the closed phase and distort the glottal

airflow estimates due to subglottal coupling. This type of tract coupling has not been

explored in the context of inverse filtering before.

A different type of inverse filtering technique can be implemented through accel-

eration measured on the skin overlying the suprasternal notch to obtain estimates of

glottal parameters [35–38]. This technique has been shown of great importance for

the ambulatory assessment of vocal function. This subglottal inverse filtering requires

a different approach, as zeros are present in its impedance, making standard vocal

tract based methods unapplicable. In addition, the acoustic coupling between the

subglottal system and the vocal tract is expected to be more pronounced in this case

due to the much larger impedance of the latter. Initial efforts have indicated that

the estimation of glottal parameters by means of inverse filtering via the subglottal

system is possible [35]. However, these attempts were limited by the partial under-

standing of the underlying physical phenomena and the factors that could distort

the estimates. Among them, the effects of incomplete glottal closure were suggested

to increase the acoustic coupling with the vocal tract and thus distort the estimates

of glottal airflow. The appropriate way to handle the coupling effects and obtain

estimates of the “true glottal source” in this case thus remain unexplored.

Incomplete glottal closure has been shown to be common in normal and disordered

voices [25, 26, 39], and female voices can have no glottal contact at all [12, 13, 40].

However, there have been only a few studies on the effects of incomplete closure on

the vocal folds dynamics. Only recently the influence of a posterior gap on the airflow

and its net energy transferred was investigated using a driven synthetic model [41].

However, no theoretical or numerical studies have explored the effects the incomplete

closure on the tissue dynamics and energy transfer. Further understanding of the

underlying physical phenomena during incomplete glottal closure can impact inverse

filtering studies.

The governing principles of acoustic interaction and its implications on the inverse

filtering of speech sounds obtained from both oral airflow and neck surface acceler-
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ation signals are explored in this thesis research. Particular emphasis is placed on

improving methods for sensing and analyzing the acceleration signal from the neck

surface because of growing interest in the use of this signal as an unobtrusive ap-

proach for ambulatory monitoring of vocal function. This approach has the potential

to improve the diagnosis and treatment of commonly-occurring voice disorders that

are believed to result from faulty and/or abusive patterns of vocal behavior. Such

patterns are difficult to assess in the clinic and could potentially be much better char-

acterized by long-term ambulatory monitoring of vocal function as individuals engage

in their typical daily activities. It is especially critical to understand the impact of

source-tract interactions on the acceleration signal since common voice disorders are

often associated with incomplete glottal closure.

1.2 Research objectives

The general scope of this thesis research is the better understanding of source-

filter interaction and its implications on the processing of speech signals that aim to

retrieve glottal source properties. An important goal is to develop signal processing

tools that incorporate the knowledge of the interactions for the enhancement of the

vocal function assessment using neck surface acceleration. In order to achieve this

goal, the following specific aims were proposed:

1. Investigate, through numerical simulations, the effects of acoustic coupling be-

tween the subglottal and supraglottal tracts during sustained vowels with com-

plete and incomplete glottal closure. It was hypothesized that the use of lumped

element representations for the different system components could provide new

insights on the complex fluid-structure and flow-sound interactions observed

during voice production.

2. Study the effects of acoustic coupling on tissue dynamics in vivo with human

subjects. It was hypothesized that the sub- and supra-glottal tracts act as

lumped impedance elements that can affect tissue dynamics. Verification of
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this hypothesis would validate current theories of source-filter interaction based

on lumped representations of the system.

3. Use the knowledge obtained from studying the acoustic coupling between tracts

to develop an inverse filtering scheme that allows for an enhanced estimation

of glottal airflow from the acceleration of the skin overlying the sternal notch.

It was hypothesized that a scheme that accounts for the coupling effects would

provide more reliable estimation of clinical parameters, thus enhancing the am-

bulatory assessment of vocal function.

4. Explore biosensing issues associated with neck surface acceleration measure-

ments. It was hypothesized that bioacoustic sensors used in the skin surface

may capture corrupting components from multiple pathways, for which sensor

optimization may be needed.

5. Evaluate the aforementioned inverse filtering scheme for controlled scenarios

that represent different quantifiable glottal configurations in normal phonation

during sustained vowels. It was hypothesized that simple and repeatable vocal

maneuvers reduce the uncertainty during the evaluation, thus providing more

insights on the performance of the estimation scheme. In addition, it was ex-

pected that a combination of theoretical and experimental evaluation methods

would provide a more complete and insightful assessment.

1.3 Expected contributions

The thesis research strives to make several scientific contributions. First, it adds

to research efforts aimed at better understanding of acoustic coupling in phonation

as well as its relation with other measurable signals used in the assessment of vocal

function. The efforts also contribute to the development of more realistic modeling of

speech production, inverse filtering algorithms of human speech, and the use of neck

acceleration in the ambulatory assessment of vocal function.
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1.4 Contents

The aforementioned specific aims can be divided in four research components:

1) numerical simulations of acoustic coupling, 2) experiments of tissue instabilities

due to acoustic coupling, 3) biosensing evaluation of neck surface acceleration, and

4) experiments on inverse filtering with and without acoustic coupling. Thus, the

remainder of this thesis document is organized as follows. In Chapter 2, the key

points pertaining to the literature for these components are summarized. Chapters

3-6 individually address each of these research components, specific aims, and ap-

proaches taken. These chapters are relatively self-contained and include additional

rationale, methods, results, discussion, and conclusion sections within. Chapter 3

explores the problem of source-filter interactions for complete and incomplete closure

via numerical simulations of driven glottal area and an extended lumped mass rep-

resentation of the body-cover model [42], thus addressing specific aim 1. Chapter 4

deals with specific aim 2, wherein the validity of current theories of source-filter inter-

action based on their lumped representations is explored in vivo. Thus, comparison

of tissue instabilities with and without the presence of strong acoustic coupling is

investigated with the aim of observing if the coupling addition changes the dynam-

ics of the vocal fold oscillation. Chapter 5, covers biosensing issues related to neck

surface acceleration recordings, thus addressing specific aim 4. The experiments of

this chapter were used to support further inverse filtering investigations using this

measurement technique. Chapter 6 introduces a number of investigations related to

the inverse-filtering of speech sounds and how they are affected by source-filter inter-

actions, thus addressing specific aims 3 and 5. This chapter introduces a model-based

inverse filtering with glottal coupling representing complete and incomplete glottal

closure. Synthetic speech and comprehensive high-speed video recordings performed

in two normal subjects are used for different vowels and glottal configurations. Finally,

chapter 7 captures the overall contributions and elucidates major findings, discussion

points, and future work.
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2. BACKGROUND

The increasing interest in the complexities observed during speech production

and the higher demand for better tools for the assessment of vocal function have

been evident in recent years. In order to provide an overview of the well-established

and more recent notions pertaining to this thesis research, a brief literature review is

presented in this chapter. The foundation for the research and important concepts

are also described.

2.1 Theories and models of voice production

Early theories of speech production defined the fundamental principles governing

vocal folds mechanics, aerodynamics, vocal tract acoustics, and the relation between

them. The myoelastic theory of phonation [43] defined the fundamental principles

associated to the self-sustained oscillations of the vocal folds. Linear source-filter

theory [1] provided an important feature that unified the role of the additional com-

ponents. In this representation, the subglottal system was considered as simple pres-

sure source that provided the energy necessary for the self-sustained oscillation of the

vocal folds, and the vocal tract acted as a simple filter that modulated the source

sound. No interaction between the system components was considered and the effects

of the subglottal tract were neglected. Even though it contains these simplifying as-

sumptions, this representation has dominated the field of speech communication for

more than 40 year and found many useful applications.

Subsequent theoretical studies acknowledged changes in the glottal airflow due to

its interaction with the subglottal system and vocal tract [5,8,44–46], suggesting that

this interaction can affect the source and filter properties significantly. Evidence of
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these early observations were reported in human subjects, as seen, for example, in

female and breathy voice [10,12], and inverse filtering of oral volume velocity [24,47].

Recent studies have suggested that source-filter interactions can be much stronger

and completely alter the dynamics of vocal fold tissue motion. This claim is primarily

based on advances in vocal tract imaging [18, 20–22] that have elucidated that the

vocal tract impedance can be comparable to that of the glottis [16,17,23]. The nonlin-

ear source-filter coupling theory [17] unifies all previous observations on source-filter

interactions and introduces the concept of interactions due to impedance relations.

Supporting evidence for the latter with human subjects include register transitions

in singers [48] and dynamic vocal exercises [49, 50].

Understanding of the impedance represented by the subglottal system, glottis, and

vocal tract is fundamental to explore the interaction between these complex systems.

In the subsequent subsections, the fundamental ideas and assumptions behind the

models of all three components are described in detail.

2.1.1 Subglottal and supraglottal impedances

Initial models of the vocal tract considered it as a simple system with three tube

sections and a radiation impedance [1]. This representation allowed differentiation

between vowels, where the formant frequencies were computed by combining models

of uniform tubes and Helmholtz resonators. A more accurate representation made

use of a larger numbers of tube sections and a transmission line method consisting

of cascaded T-sections that accounted for losses in each tube section [51]. Further

adjustments were made to the transmission line approach to account for yielding walls,

nasal coupling, and additional losses [3, 52]. This technique has been the standard

to define complex geometries and represent the input impedance or the vocal tract

given its detailed frequency domain nature. Simplified versions of transmission line

method used a reduced number of tube sections and loop equations to represent the



9

flow in the vocal tract in time domain [45, 46]. Only recently a full representation of

this method has been adapted to handle complex geometries in time domain [53,54].

An alternative representation of the tract acoustics in time domain known as

“wave reflection analog” was established decades ago [55]. This technique followed

a multi-tube approach to compute reflection coefficients between junctions and per-

formed synchronous computations of the acoustic wave propagation. Several improve-

ments have been introduced since its original design to account for multiple losses and

yielding walls [56–58]. This technique has been more widely adopted in self-sustained

oscillating models of phonation [42, 59, 60].

These methods assume planar waves within the tract, and base the overall tract

response on the equivalent area function. These assumptions limit the frequency

range to the length of each tube section, discard other possible modes of vibration

within the tract, and neglect the effect of tube bending that are known to intro-

duce turbulence and additional effects when bulk flow is present. Even with these

limitations, the transmission line and wave reflection schemes remain as the funda-

mental representations to express the vocal tract acoustics and its associated acoustic

impedance.

Accurate representations of the vocal tract are fundamental for these multi-tube

models to represent the inherent acoustic characteristics well. Early area functions

were based on X-ray imaging [1,51]. More recent advances in vocal tract descriptions

using magnetic resonance imaging [18, 20–22] have provided more reliable estimates

that exhibit narrower area functions with respect to those from previous studies.

These newer imaging representations allowed researchers to revaluate the impedance

relations between the glottis and the vocal tract. A detailed analysis of the input

impedance of the vocal tract observed from the glottis has been performed [23, 61].

The length of the epilarynx tube and its cross-sectional area were suggested to be

the main factors in controlling the impedance of the vocal tract, the latter being

more sensitive. Narrow entry sections in the vocal tract result in a high impedance,

comparable with the impedance of the glottis, which favors flow-sound interactions.
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Initial interest in subglottal acoustics has its origins in respiratory physiology.

Even though the subglottal system was neglected for years in speech production

research, recent studies have illustrated that it can significantly affect the system

dynamics and source characteristics [17,60,62,63] and thus subglottal acoustics is now

gaining more attention in this field. The impedance of the subglottal system observed

from near the glottis was first investigated in laryngectomized patients and then

modeled using a transmission line approach [64]. Subsequent investigations refined

these initial efforts and explored the ability of the transmission line model to predict

signals captured by accelerometers placed on the neck and chest wall surfaces due to

the presence of an external sound source at the mouth [65–67]. Further refinements

were made to incorporate turbulent sources in the model to mimic respiratory sounds

[68, 69]. All these studies have shown a consistent behavior when describing the

subglottal impedance, exhibiting prominent poles (but with lower amplitude with

respect to those from the vocal tract) and marked zeros.

As in the vocal tract impedance, the geometry of the system plays a significant

role in its overall characteristics. The aforementioned models have been constructed

with different symmetric and asymmetric anatomical representations from male adult

subjects [70–73]. It has been recently noted from magnetic resonance imaging data

that the trachea can have significant variations in its length and diameter between

subjects and speech gestures (Story, personal communication). These variations can

have a significant impact when estimating the subglottal impedance and limit the

application of models based on male anatomical representations.

To date, no efforts have been made to incorporate a full branching scheme for the

subglottal tract using the wave reflection analog. Most studies based on this technique

use simplified geometries representing the total subglottal area of the trachea and

bronchi with a resistive termination impedance [32, 60, 74, 75]. The extent to where

this assumption is appropriate is a topic of current investigations.
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2.1.2 The glottal impedance

The glottal impedance differs from traditional acoustical or mechanical impedance

expressions in that it is defined as the ratio between the transglottal pressure and

glottal airflow. It is a time-varying quantity with both steady (DC) and unsteady

(AC) components. Many studies have helped to quantify each of these components

using two main approaches: experiments with either steady or pulsatile flow. The

former has been more successful in describing glottal impedance by directly estimat-

ing its steady behavior and making use of the quasi-steady assumption to describe its

unsteady component. The quasi-steady assumption states that unsteady representa-

tions can be described as a sequence of steady scenarios. Attempts to estimate the

unsteady component directly using pulsating flow, normally obtained by an external

acoustic excitation and a fixed glottal orifice, are not able to reproduce important

effects that are a product of the periodic interruption of the flow at the glottis. Thus,

pressure buildups and other important effects in the system are not taken into ac-

count, which typically makes these investigations less physiologically relevant.

The first experiment to describe the transglottal pressure drop using steady

flow [76] was known to misrepresent the geometry of the larynx and was later found to

contradict results from more detailed and adequate experiments [77]. The early stud-

ies from van den Berg [78] provided the foundations for many future investigations,

as the study linked its experimental results to the Bernoulli equation to describe the

transglottal pressure relations. In these experiments, the properties of the glottal

impedance were investigated using a model casted from a normal human cadaveric

larynx. The glottis was constructed to form a rectangular orifice that was maintained

static during the experiments. The resulting glottal impedance from this experiment

consisted of a nonlinear glottal resistance (flow dependent) with viscous and kinetic

components. The equation describing these results is given by:

Zg =
12µh

lgd3
+ k

ρUg

2(lgd)2
=

12µhl2g
A3

g

+ k
ρUg

2A2
g

, (2.1)
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where ∆Pg = transglottal pressure drop, Ug = glottal volume velocity, µ = air viscosity

coefficient, h = thickness of the glottal slit, lg = length of glottal slit, d = glottal width,

Ag = lgd = glottal area, ρ = air density, and k= empirical constant that depends on

the shape of the glottal slit, where for a rectangular shape k = 0.875.

The technique was adopted by the early self-oscillating models of the vocal folds

[45, 46], which added a linear glottal inertance to the glottal impedance. Further

studies on static configurations were performed using mechanical models by [77,79,80].

These studies were later used to question the validity of the viscous resistance and

glottal inertance for unsteady conditions. It was proposed that the air inertia was

negligible and that viscous losses could be included in the transglottal kinetic loss by

a pressure coefficient [5,6,59]. This representation continues to be accepted and used

in current studies [22, 42, 74, 81]. Thus, for incompressible, quasi-steady glottal flow,

the time-varying transglottal pressure was expressed aerodynamically as [17, 59]

∆Pg(t) = kt

1

2

Ug(t)
2

Ag(t)2
, (2.2)

where kt was an empirically-determined coefficient with an average value of about

1.1 [17, 77, 82], Ug(t) was the time-dependent flow, and Ag(t) was the time-varying

glottal area. This previous expression reduces the glottal impedance to

Zg(t) = kt

1

2

Ug(t)

Ag(t)2
. (2.3)

Additional studies have shown that even though the quasi-steady assumption

holds during most of the duty cycle (not including the beginning and end of the

glottal pulse, i.e., about 80% of the cycle), important differences in the glottal aero-

dynamics are observed between convergent (opening) and divergent (closing) glottal

configurations [83,84]. It was suggested that these changes could be accounted for via

a time-varying orifice discharge coefficient term that was measured experimentally in

physical rubber models of the vocal folds [41,84]. These observations are well-aligned
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with previous considerations on the role of the inertance and viscous losses [5, 6, 59],

and relate the orifice discharge coefficient with a time-varying kt coefficient in equa-

tion (2.3). Similar discrepancies between the aerodynamics of the opening and closing

portions have been observed [85]. The separation point of the glottal airflow and the

vocal fold walls during the closing portion of the cycle was observed to occur after

the minimum glottal area from Bernoulli’s equation. Further along these lines, it was

suggested that the Coanda effect, where the jet remains arbitrarily attached to one of

the vocal folds walls, can occur during divergent configurations [86, 87]. Despite the

inability of the Bernoulli regime to properly describe the closing portion of the cycle,

all of these recent studies support that its accuracy during the convergent portion is

acceptable.

2.1.3 Additional impedance considerations

Two different core options are normally used to represent the origin of the source

when expressing the complete system in term of lumped impedances: the use of an

ideal pressure or ideal flow source. Although these two are technically interchangeable,

they are typically used for different purposes.

Located at the alveolar level, an ideal pressure source tends to produce a more

intuitive idea of voice production. However, it fails to represent the dipole nature of

the source at the glottis in a circuit analogy. Although some ad hoc measures have

been proposed to represent a dipole source using a pressure source (cf. [13] page 92),

these require the use of a pressure source at the glottis and no subglottal pressure,

thus distorting its original intuitive nature.

The use of an ideal flow source to represent the glottal excitation has also been

explored in electrical analog models of voice production [3,13,47,88]. The traditional

approach has been to start with a ideal pressure model and convert it into its Norton

equivalent, yet the equivalence is valid only for linear elements. Thus, the nonlinear
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glottal impedance from equation (2.1) is normally linearized to allow for an ideal

volume velocity source.

Two main linearization schemes of the glottal impedance have been used in voice

research, differing in that the resulting impedance is either a time-invariant or time-

varying term. A small-signal (AC) equivalent source for the glottal resistance pro-

posed by Flanagan (cf. [3] pages 50-53) uses a Taylor series expansion with respect to

the mean (DC) components of the signals. This method allows the glottal impedance

to be represented by a time-invariant quantity. The flow source is then proportional

to the time-varying glottal area with no DC component (i.e., an unloaded glottal

airflow source). The main assumption behind this method is that the DC compo-

nents are expected to be much larger than the time-varying ones. This assumption is

expected to hold when there is incomplete glottal closure and very large DC flow com-

ponent. Therefore, this method has been used by researchers to explore the effects of

incomplete glottal closure, female voices, and breathy voice [9, 12, 89].

Another type of linearization uses similar considerations, but linearize the terms

with respect to the instantaneous area and unloaded glottal volume velocity. The

resulting flow source is again expected to be proportional to the time-varying glottal

area but the glottal impedance now becomes a time-varying quantity [47]. It has been

stated that this linearization holds only if the glottal impedance is larger than that

of the vocal tract, or equivalently, if the supraglottal pressure variations are small

compared with the subglottal static pressure [47].

To represent a dipole source in an electric analog representation, researchers have

opted for the use of two ideal flow sources in a “push-pull” configuration (see figure

6.1). This representation has been mainly used to study the effects of subglottal

cavities their related quantal effects [11,13,90,91]. These studies have focused on the

effects of the subglottal coupling in the transfer functions and formant bandwidths

and jumps, without exploring their effects in the actual time based volumetric flow

signals across the system.
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2.1.4 Self-oscillating models of phonation

Self-sustained models of the vocal folds are designed to provide insights into

the mechanisms that control phonation in normal and pathological cases. Low-

dimensional models are more commonly used, as they efficiently capture the most

dominant modes of vibration and are expected to reproduce many fundamental as-

pects of phonation with acceptable accuracy. Validation of these and other models of

phonation continues to be an important research topic in the field.

The first low-order models were the single-mass [45] and two-mass models [46],

that made use of van den Berg’s glottal resistance [78] along with a glottal inertance

and simplified versions of the vocal tract and subglottal system. Even though many

components of the original two-mass model (herein referred to as IF72) have been

shown to misrepresent the glottal aerodynamics, mechanical properties, and energy

transfer [5, 6, 59], the model continues to be one of the most significant and highly

referenced models of phonation.

Some improvements of IF72 have included a different solution for the flow equa-

tion, that was shown to be more stable and better handled time-varying flow and

irregular geometries [59]. A method to correct for discrepancies found in the loca-

tion of the separation point was implemented in a modified version of IF72 [85]. In

addition, this study proposed the idea of a pre-collision mechanism to minimize the

excessively abrupt closing observed in IF72. An asymmetric implementation of IF72

was developed to model superior and recurrent nerve paralysis [92]. The model was

simplified version of IF72 that neglected its viscous effects, glottal inertance, nonlin-

ear spring constants, and acoustic coupling. However, this model has been repeatedly

used to study asymmetric and chaotic behavior within the glottis [93,94] and has been

extended using more complex flow solvers [95].

A complete adaptation of IF72 was performed to include a third degree of free-

dom [42], which helped to better modeling of the mucosal wave and more accurately

represent physiological aspects [96]. This “body-cover” model (herein referred to as
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ST95) corrected discontinuity problems observed in IF72 and included the aforemen-

tioned enhanced flow solution [59]. However, ST95 failed to describe the subglottal

system used and was not able to achieve self-sustained oscillations using MRI-based

area function reported short after by the same authors [18]. In order to address these

issues, a different approach to obtain material properties was proposed using mus-

cle activation rules [97], and the aerodynamic driving forces were updated [74]. In

addition, a bar-plate version of the same model was introduced [74].

In a study that simulated the effect of vocal nodules using low-order models, both

IF72 and ST95 were compared [98]. It was found that ST95 yielded more realistic

representations of the glottal aerodynamics. The study also made use of pre-contact

ideas [85] to model the presence of nodules. Good agreement was found between

recordings of pathological cases and these simulations.

Even though they were the first representation of self-sustained models, single

mass models were essentially neglected since the introduction or IF72. Recent studies

have shown that these models can still capture high-order effects if ad-hoc corrections

are included, such as a time-varying orifice discharge coefficient [60] or time-varying

separation points [99, 100].

Limited efforts have been made to include the effects of incomplete glottal clo-

sure in self-sustained models. With a goal of modeling consonant-vowel-consonant

gestures, two studies proposed ways to minimize the unrealistic large amplitudes ob-

served in IF72 when the degree of abduction was an increased in the model. These

corrections included an anterior-posterior feature that restricted the vibration of the

vocal folds [101], and the use of a nonlinear damping coefficient [102]. However, no

insights were provided on the energy transfer due to abduction, and no other types

of incomplete closure was explored.

High-order models with more degrees of freedom have also been used to study the

self-sustained oscillations of the vocal folds. These models use modal analysis and

fluid-structure interactions generally via finite elements method [103–105] or a large

number of point masses [106], but neglect the effects of acoustic coupling. Only a



17

few high-order models are known to combine vocal fold tissue mechanics, laryngeal

aerodynamics, and acoustic interactions with the subglottal and supraglottal tracts

[17, 107, 108]. Predictions using these models confirm the trends observed in low-

order models. The effects of incomplete glottal on the source-filter coupling, energy

transfer, and glottal airflow have not been explored with these higher-order models.

2.2 Source-filter coupling in voice production

Due to the nonlinear nature of the glottal impedance, any source-filter interac-

tion is a nonlinear phenomenon. A possibly “linear source-filter coupling” has been

described [17], where the glottal impedance is much higher than those of the vocal

tract and subglottal system and the respective acoustic pressures have no influence

on the glottal flow or driving forces for the vocal fold oscillation. This classification

essentially describes a no-coupling scenario and thus will not be used in this study.

It has been suggested that humans have the ability to operate their voices with and

without source filter interactions by changing the degree of adduction of the vocal

folds and narrowing of the epilarynx tube [17]. Two possible types of source-filter

interactions have been proposed [17]: a “level 1” of interaction, one where only flow

and sound interacts, and a “level 2” of interaction, where the tissue is now part of a

three-way interaction that affects the tissue motion.

2.2.1 Source-filter interactions: Level 1

Early studies noted that source-filter interactions essentially affected the source

properties introducing skewing of the glottal pulse (a delay in its peak with respect

to that of the glottal area) and ripples in the open phase [4,5,45,46,81]. Due to this

coupling, the interactive airflow is also referred to as the “true glottal source” [6, 7].

Nonlinear coupling theory [17] summarizes these observations based on the re-

lation between the tract impedances and the harmonic composition of the glottal

source, i.e., those harmonics located within the inertive portion of the total tract



18

impedance are reinforced and those located within the compliant portion are reduced

in amplitude. The total tract impedance is associated with the series connection be-

tween the sub- and supra-glottal tracts. In addition, harmonic distortion is possible,

where, for instance, a sinusoidal glottal area can produce a glottal airflow with addi-

tional harmonic components. Even though its is clear that the coupling varies as a

function of the tract impedances, no insights on how these harmonic variations and

distortions change as a function of glottal impedance are provided in the theory. In

addition, it is unclear what “glottal source” is being affected by the tract impedances.

Possibly, an ideal, uncoupled source is the one experiencing the harmonic variations.

However, this source may not be simply proportional to the glottal area, due to the

added harmonic distortion.

Most of the supporting evidence on that the skewing and ripples are related to

the vocal tract is based on numerical simulations [5–7, 45, 46, 81]. An alternative

explanation of the skewing of the glottal pulse was based on flow separation and

vortex shedding [109]. It was also suggested that a degree of skewing of the glottal

pulse could be introduced by asymmetric flow behavior within the glottis [86]. Even

though it is expected that these phenomena play a minor effect compared with the

supraglottal inertia [17], no study has fully demonstrated that the skewing and ripples

are due to the vocal tract by decoupling the two systems using in human subject

recordings. An attempt to perform this decoupling was performed using a time-

varying Norton equivalent airflow representation of the glottal source and a feedback

approach [47]. The method had a number of limitations: it only considered a single

supraglottal formant and no subglottal coupling, manual intervention was needed to

obtain the desired behavior, and only a low degree of de-skewing of the glottal pulse

was achieved. Nevertheless, this study is perhaps the strongest supporting evidence

using human subject data on that the skewing of the glottal airflow pulse is due to

the vocal tract loading.

When the glottis does not fully close during the oscillation, a much lower

impedance is observed during the closed phase. This type of voice production is
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known as non-modal phonation. Non-modal phonation is observed in different degrees

in normal and pathological subjects, and it is associated with different acoustic char-

acteristics, such as breathy voice, irregular vibrations, and failure to phonate [110].

The problem of breathiness was initially explored using a Norton equivalent of the

volume velocity source with a parallel glottal impedance [9]. It has been shown that

incomplete glottal closure can be related with a clear decay of harmonic energy in

the source spectra and an increase of the formant’s bandwidth [10–12], as well as

the introduction of turbulent noise [10, 12, 13]. A number of descriptors to identify

possible non-modal behavior from microphone recordings have been proposed [12].

The effects of incomplete closure and posterior glottal opening on the glottal pulses

were studied [14,15] using previously described aerodynamic equations and geometric

considerations [46]. These investigations provide the most insightful review on the

effects of subglottal coupling on the closed phase portion of the glottal airflow pulse.

The studies showed that strong fluctuations could be present during the closed portion

of the cycle and described the structure and origin of them. The acoustic coupling

between the subglottal and supraglottal tracts is also a consequence of finite glottal

impedances. Subsequent studies on this topic illustrated that the acoustic coupling

between the vocal tract and the subglottal system results in the introduction of pole-

zero pairs in the vocal tract transfer function that correspond to resonances of the

uncoupled subglottal tract [13,69,90,91]. Whether this relation holds in the opposite

direction, i.e., how the resonances of the vocal tract affect the subglottal ones, has

not been explored.

2.2.2 Source-filter interactions: Level 2

In this second type of interaction, the subglottal and supraglottal systems can

affect the dynamics of vocal fold vibration. The general conditions where the tract

impedances favor or hamper the oscillation have been described in terms of the series

superposition of the tract reactances [17]. Even though a complete discussion of the
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different combinations and their relation to human speech or singing is provided, no

insights are provided on how this type of acoustic coupling changes as a function of

the glottal impedance.

Nonlinear theory [17] suggests that for normal speech the vocal tract generally

provides an inertive impedance, which favors the oscillation and raises the phonation

threshold pressure. Even though the subglottal tract also acts as a inertive impedance,

it normally hampers the oscillation. Even with the same tract configurations, different

impedance relations can be observed for higher harmonics or high pitch conditions.

In any case, it was considered that the most favorable loading conditions were inertive

(positive reactance) for the supraglottal tract and compliant (negative reactance) for

the subglottal tract.

Different quantitative studies agree with these observations, as seen in analytical

models [81, 111], pressure-controlled valves in gas flows [112], numerical simulations

[42,60], excised larynx experiments with a vocal tract [113] and a subglottal tract [62],

and rubber physical models with different subglottal tracts [63,114] and supraglottal

structures [115, 116].

Favorable conditions for the self-sustained oscillation are normally expressed in

terms of a reduced phonation threshold, where a lower lung pressure is needed to ini-

tiate the vocal folds oscillation. Likewise, unfavorable conditions raise the phonation

threshold. Another evidence of the acoustic contribution to the driving forces could

be seen as an increased amplitude of vocal fold oscillation obtained with a normal

lung pressure. This effect also relates with the fact that this type of interaction has

been related to voice instabilities and bifurcations. However, these effects will be

discussed separately in the following sections in the context of voice breaks during

phonation.
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2.3 Bifurcations in voice production

Voice instabilities and bifurcations, also referred to as voice breaks, have been

a long-standing topic of interest in speech science. Even though these singularities

are encountered in different circumstances, including the male voice at puberty [117],

singing [16, 50], and many different voice pathologies [118], they are not completely

understood. In the following sections, the main aspects behind voice bifurcations are

described with the aim of differentiating the role that source-filter coupling may play

in this phenomenon.

Irregular vocal fold vibration and voice bifurcations are generally considered to

be produced by desynchronization between vibratory modes [103, 119, 120], strong

asymmetries between left and right vocal folds and/or excessively high subglottal

pressure [92, 93], changes in vocal fold tension [121–123], chaotic behavior near limit

cycles between registers [124], and nonlinear acoustic coupling [17, 49, 63, 125, 126].

Titze [49] proposes differentiating the origin for voice bifurcation between source-

induced and acoustically-induced. This classification was adopted in this thesis re-

search, noting that it is unlikely that the two can be truly separated as unique factors

leading to the unstable behavior. Even though it is likely that a combination of com-

ponents contribute in all cases, it is considered that “source” or “acoustic” ones may

be more dominant in certain cases.

2.3.1 Source-induced bifurcations

Observations of unintentional register transitions have been consistently reported

in the frequency range of 150 Hz - 200 Hz in males and 300 Hz - 350 Hz in both

males and females [127]. Different studies have suggested that instabilities may oc-

cur given a physiologic limit in the maximum active stress in the thyroarytenoid

(TA) muscle, which controls the medial surface shape of the glottis and thus its

main modes of vibration [121, 122, 127]. In this context, a bifurcation explanation

from the theory of nonlinear dynamics was proposed to justify jumps occurred when
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there was gradual tension transition and even when glottal parameters were held

constant [119]. Under this view, frequency jumps exhibiting amplitude differences

and hysteresis are classified as subcritical Hopf bifurcations, and frequency jumps

exhibiting smooth transitions with no hysteresis are termed as supracritical Hopf bi-

furcations [124, 128]. A number of studies have suggested that irregular vibration

and voice bifurcations can also be produced by desynchronization between vibratory

modes. This was initially discovered by analyzing pathological voices with nonlinear

dynamics methods [129], and later verified using empirical orthogonal functions (also

referred to as empirical eigenfunctions) from node displacement in a finite element

model [103], spatio-temporal analysis of in vivo high-speed videoendoscopy [120],

and a study of the medial surface dynamics in a physical rubber model of the vocal

folds [130]. Other studies have suggested alternative explanations, ranging from left-

right asymmetry [92], high subglottal pressure [93], coexisting limit cycles [123, 124],

and the presence of a vocal membrane [131].

A recent study by [132] investigated the open quotient during register transitions

for untrained male subjects. Recordings of high-speed video using a rigid endoscope

during upward pitch glides (between 110 Hz and 440 Hz) were obtained. Even though

the subjects intended to utter a vowel /i/ to keep an open back cavity, the insertion

of the rigid endoscope forced the vocal tract into a neutral configuration closer to a

vowel /ae/ with a first formant higher than 500 Hz. Thus, these recordings could

not exhibit pitch and formant crossings and the bifurcations observed corresponded

to source-induced ones.

2.3.2 Acoustically-induced bifurcations

Early excised larynx studies acknowledged that involuntary register transitions

were related to tracheal resonances [44, 133]. Further experiments with both excised

larynx and artificial vocal folds have confirmed a noticeable influence of the sub-

glottal and supraglottal resonances on the vocal fold dynamics [62, 63, 113, 114, 116].
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Numerical models have also served to explore the effect of acoustic coupling on voice

bifurcations. Using a two-mass model with a one-tube resonator, bifurcations and

instabilities for weak asymmetries were found [125]. Correlation between bifurcations

and supraglottal resonances were found when using a lumped mass model a with

straight tube extension [126]. Similar behavior was observed using more descriptive

source models, subglottal system, and wave propagation schemes [17, 128].

Evidence of source-filter interaction leading to bifurcations has been reported in

human subjects, as seen in register transitions in singers [48], voice breaks in nor-

mal and pathological cases [118], and particularly in dynamic vocal exercises [49].

Although some correlations between vocal tract resonances were observed in human

subject recordings [121], such effects were considered minor with respect to that of

the tension control and not explored in depth. In recordings of different vocal ges-

tures [49], the vocal exercise exhibiting most of the instabilities was found to be pitch

(F0) glides at a soft loudness while producing a sustained vowel that has a low first for-

mant frequency (F1), such as in vowels /i/ and /u/. Although voice bifurcations could

include different phenomena such as frequency jumps, deterministic chaos, aphona-

tion, and subharmonics, crossings between F0 and F1 in this vocal exercise primarily

yielded frequency jumps. The fact that these voice breaks were more evident in male

subjects with no vocal training suggested that muscle control and familiarity with

unstable regions can overcome the bifurcations.

A previous attempt to explain voice breaks at low-frequency (e.g., at 150 Hz) was

based on constructive and destructive interference between subglottal formants and

vocal fold movement. It was suggested that maximum amplitude and minimum am-

plitude can occur at pitch crossing with specific ratios of the first subglottal formant

frequency [134]. A modest amount of support of these predictions was evidenced by

means of excised canine larynx experiments [62], where the low consistency among

different larynges was deemed to confound the results of the experiment. Although

it has been further established that the subglottal tract can hinder vocal fold vibra-

tion [17,60,63], the idea of instabilities at entrainments lower than the first subglottal
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resonance does not completely fit with the current nonlinear theory [17], and thus

has not been further explored.

2.4 Inverse filtering of speech signals

In order to estimate the glottal airflow, the modulating effects of the acoustic

loads need to be removed via inverse filtering (IF). This is typically performed using

source-filter theory principles, i.e., the acoustic loads can be linearly separated from

the source and removed via filter estimation techniques. However, current nonlinear

principles bring the fundamental separation between source and filter into question.

Early methods made use of adjustable filter banks to model the vocal tract as

a filter. As manual intervention provides no physiologically reliable estimates, this

approach is not longer considered acceptable. A more widely used scheme is based

on linear prediction based on autoregressive (AR) parametric modeling, where an all-

pole model and a least squared error estimation approach is used to approximate the

vocal tract filter [135]. This method has been dominant in speech processing due to

its computational characteristics, error tractability, stability, and spectral estimation

properties [34]. Two methods are commonly used in AR modeling, the autocorrela-

tion and covariance methods. The autocorrelation method assures stable solutions,

but requires a large number of samples (including several cycles) to yield a reliable

solution. However, long windows are prone to incorrect format estimation due to the

underlying harmonic structure of speech and the averaging of source-filter interac-

tion effects [34, 135]. In addition, when applied to the assessment of vocal function,

this techniques generally requires manual adjustments of the formant frequencies and

bandwidths with the intention of removing fluctuations observed during the open

and closed phases [24–26]. On the other hand, the covariance method requires a

much smaller number of points, allowing estimation even within a single cycle. Even

though this method delivers a stable solution only when the system truly follows
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an all-pole system, this instability is easily solved without affecting its magnitude

response [32, 88, 136–138].

Many researchers have opted for the covariance method since the smaller temporal

windows allow for estimation of the vocal tract filter within the closed phased portion

of the vocal fold cycle. An estimate in this portion is thought to be a more accurate

representation since it discards the changes in vocal tract formants product of source-

filter interactions that are more predominant during the open cycle. A number of

methods have been proposed for the detection of the closed phase portion of the cycle,

including a multi-channel method that uses electroglottography (EGG) [139,140] and

a formant frequency modulation scheme that searches for the stable regions of the

first formant [31], among others [33, 34].

In spite of the presence of source-filter interactions, it has been suggested that

separability between source and filter is still possible [139]. This can be achieved in

two ways, by assuming that: 1) the source is independent and that the vocal tract

will have different formants and bandwidths during the open and closed phase, or

2) that the vocal tract is time-invariant as in the closed phase and that the glottal

source contains the formant frequency and bandwidth changes from the previous

case. The latter explains the vowel dependent ripples normally observed during the

open phase of the glottal waveform [6]. In addition, linear prediction applied to a

whole period (or more) will contain formant frequency and bandwidth errors [139].

This evidently means that the estimation of the properties of the vocal tract (e.g.,

formant frequencies and bandwidths) obtained via autocorrelation and covariance

methods will differ. In fact, closed phase inverse filtering (CPIF) using the covariance

method has been shown to provide better estimates of the glottal waveform than those

obtained with the autocorrelation method [34, 138]. In particular, better estimates

are those that preserve the source-filter interactions observed during the open phase

when removing the vocal tract filtering effect. However, it is unclear how the CPIF

scheme handles incomplete glottal closure, where subglottal coupling is present and

there is no true closed phase. It is possible that CPIF incorrectly suppresses ripples
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during the closed phase that are introduced by sub- and supra-glottal coupling, and

thus are physiologically relevant.

Another approach used for inverse filtering of glottal waveforms is the parametric

autoregressive moving average (ARMA). This method has been shown to remove

the influence of pitch and improve the accuracy of the parameter estimation and

spectral matching. However, the estimation of its parameters is a nonlinear problem

and suboptimal solutions can be found. In addition to being more computationally

intensive, stability and convergence problems can occur when the order of the system

is not estimated correctly. Moreover, adequate separation of poles and zeros requires

a priori knowledge of the system properties [33,34]. Therefore, a parametric spectral

estimate of the vocal tract using ARMA is normally used along with other methods to

counterbalance its drawbacks. The most common complement for an ARMA estimate

is the use of a source model, such as the “LF model” [7]. That approach has been used

to include separate filter estimates for the closed and open phase vocal tract properties

[141], an optimization scheme to fit the LF model [142], and an adaptive Kalman

filtering scheme [143]. The main problems with inverse filtering using glottal source

models are observed in non-modal and pathological cases, where model provide a poor

fit to the actual glottal waveform. This limitation severely affects the application of

this type of IF schemes.

As an alternative to CPIF, iterative schemes have been designed to remove the

influence of the glottal waveform in the frequency domain. One scheme inverse filtered

a signal multiple times with different filters, representing for instance, the glottal tilt

and vocal tract filter [144]. This method has a higher computational complexity yet

shows no significant improvements over the CPIF [34].

Other spectral estimation methods have been tested to inverse filter glottal wave-

forms. These approaches explore the use of more recent techniques such as cepstrum

and bispectrum. Although these techniques have the potential for improvement in

non-minimum phase cases, as with nasal sounds, there are a number of inherent lim-

itations. The main drawback of these methods is that they require large amount of
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data points to obtain an acceptable variance, thus necessitating the use of several cy-

cles and affecting the accuracy of the estimates (as in the case of the autocorrelation

method of linear prediction). In addition cepstral inverse filtering has shown difficul-

ties due to the phase unwrapping constraints associated with the method. Therefore,

these more complex methods tend to be used along with other schemes, such as

ARMA or glottal models. Even so, these methods have not shown to be more reliable

that the CPIF method previously described.

Nonlinear inverse filtering was designed in an attempt to extract the uncoupled

glottal airflow in a volume velocity signal [47]. This method differs from all the above

in that it attempts to remove not only the vocal tract filtering, but also its interaction

with the glottal source. A time-varying Norton equivalent airflow of the glottal source

was used along a feedback procedure. This inverse filter is nonlinear in that certain

nonlinear parameters were used. However, the method had a number of limitations

that have been previously discussed and resulted in a more complex implementation,

and thus the scheme has not been adopted widely.

All the aforementioned studies illustrate that CPIF is currently the most reliable

method to estimate the glottal airflow from oral airflow or radiated pressure record-

ings, particularly for applications related to the assessment of normal and pathological

voice function. Its ability to describe the “true glottal flow” have not been revised,

particularly under an incomplete glottal closure scenario. Furthermore, the scheme

cannot be used to estimate the subglottal tract impedance, as it does not fit with the

all-pole requirement of the covariance method of linear prediction.

2.5 Clinical assessment of vocal function

The most common voice disorders are chronic or recurring conditions that are

likely to result from inappropriate patterns of vocal behavior referred to as vocal

“hyperfunction” [25]. Clinical assessment of vocal function is pivotal to evaluate the

presence of vocal hyperfunction before and after any vocal intervention (e.g., surgery,
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training). This assessment can be categorized in two ways: perceptual and objec-

tive. Perceptual assessments are clinical judgements that rely heavily on auditory

and visual interpretations of the subject’s voice and endoscopic images, respectively.

Although this type of assessment has been dominant in clinical practice, there is an in-

creasing interest in the application of objective measures of vocal function [145–147].

Part of the perceptual assessment has migrated toward a new consensus auditory

perceptual evaluation of voice (CAPE-V). In general, the goal of the objective assess-

ment is not to replace the perceptual but to provide tools that help to corroborate

clinician’s subjective impressions and evaluate the effectiveness of surgery and vocal

therapy [145].

The objective assessment of vocal function is normally performed in a clinical set-

ting, where the clinician has access to a larger set of tools and methods. However, the

true behavior of patients may be better characterized by a longer term assessment

through ambulatory monitoring of vocal function, as individuals engage in their nor-

mal daily activities. In the following sections these two types of objective assessments

are reviewed separately.

2.5.1 Traditional objective assessment of vocal function

The most common objective measures of vocal function obtained in a clinical set-

ting include endoscopic, aerodynamic, acoustic, and electroglottographic assessments.

Although videostroboscopy is an endoscopic imaging method that has well-established

clinical value, it still relies on subjective visual assessment and thus does not provide

objective data. More recently, other endoscopic imaging methods have been explored

such as videokymography [148] and high-speed videoendoscopy [147]. High-speed

videoendoscopy has received more attention since it not only facilitates the visual in-

spection of important parameters that are lost in stroboscopy, but also allows for the

quantification of selected vocal parameters via digital video processing. Furthermore,

more complete kymographic diagrams can be obtained from high-speed videos [149].
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High-speed video is expected to supplement or replace stroboscopy in the assessment

of vocal function and promises to provide new insights of the relationships between

vocal folds tissue motion and sound production [147,149].

Aerodynamic assessment considers the use of a circumferentially vented pneu-

motachograph mask [24] (also referred to as CV mask or Rothenberg mask) that

captures oral volume velocity (OVV) and intraoral pressure (IOP) within a band-

width of approximately 0 Hz to 1.2 kHz [24]. In the clinical practice, however, these

signals are used to obtain single-value descriptors such as mean airflow, subglottal

pressure, glottal resistance, and phonation threshold pressure. A number of parame-

ters can be extracted when studying the AC airflow signal, including AC/DC ratio,

open and closed quotient, minimum and peak flow, and maximum flow declination

rate (MFDR), among others. The MFDR, defined as the negative slope of the glottal

airflow waveform, is of great interest in the assessment of vocal function, as it has

been related to vocal fold closing velocity and vocal fold trauma [25] and correlated

with the radiated SPL for inertive vocal tract configurations [150]. In addition, it

is suggested that AC flow signal assessment of vocal function can detect pathologies

where, in some cases, acoustic assessment do not [98,110]. Furthermore, clinical stud-

ies have shown that the AC flow parameters are one of the most salient measures to

identify vocal hyperfunction [25, 40].

Acoustic assessment of vocal function is widely used in the clinical practice. Typi-

cal measures include sound level pressure (SPL), average fundamental frequency (F0),

jitter, shimmer, and harmonic-to-noise ratio. These measures are generally made from

sustained vowels and/or a passage reading. The parameters proposed in [12] (e.g.,

H1-A1 and H1-A3, where H1 represents the amplitude of the first harmonic and A1

and A3 the first and third formant spectral peaks) are sometimes used to corroborate

breathiness and other non-modal descriptions. Other similar measures include the

harmonic richness factor (HRF) defined as the difference between the amplitude of

the fundamental frequency and the sum of all other harmonics [151], and the differ-

ence in the amplitude of the first two harmonics (H1-H2) [27]. Jitter and shimmer,
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normally referred to as perturbation analysis, rely significantly on the extraction of

fundamental frequency, resulting in an estimation problem which causes the measures

to become unreliable for a number of pathological conditions. Furthermore, differ-

ent possible physiological factors may result in similar values of jitter and shimmer.

Because of this, it has been suggested that these parameters do not contribute to

the better understanding of the laryngeal physiology or clinical diagnosis [152–154].

Nevertheless, these parameters continue to be used in clinical practice as a reference

of the voice periodicity and stability. The limitations of perturbation analysis cre-

ated the need for different signal processing approaches such as cepstral analysis and

nonlinear dynamics [147], although they have not yet been adopted clinically.

Electroglottography (EGG) in the clinical assessment of vocal function appears to

be the least-used approach. The technique, where two surface electrodes measure the

electrical impedance of the neck, provides estimates of the contact surface between

the folds [59], provided some necessary compensation mechanisms (e.g., high-pass

filtering) are employed [155]. However, unreliable results can be obtained due to

numerous factors, such as compressed ventricular folds, mucous between the true

folds, and lack of contact in non-modal phonation. Although these conditions highly

distort the EGG signal, which prohibits the estimation of vocal fold contact area,

the degraded signal continues to provide additional information regarding vocal fold

contact. Thus, the EGG continues to be used for certain applications, particularly for

those where the onset of the closed phase portion of the cycle needs to be identified

(e.g., CPIF).

2.5.2 Ambulatory assessment of vocal function

Although a complete quantitative evaluation of vocal function can be performed

in the clinical environment, many patients undergoing voice therapy may need con-

tinuous means of monitoring and/or biofeedback, particularly after voice surgery or

when patients have less control of their voices. The technique consists of long-term
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recordings of normal vocal activities using a small-weight accelerometer on the skin

surface overlying the suprasternal notch. Many advantages of this approach have

been exploited. The most attractive features are its non-invasive nature, miniature

sensor size, low sensitivity to the background noise, and reduced variability of the

recorded signal compared with that of a microphone. The development of this con-

tinuous assessment has resulted in a relatively new and commercially available system

called the Ambulatory Phonation Monitor (APM) currently marketed by KayPEN-

TAX [38]. However, the adoption of this technology into the clinical practice has been

slow due to technical limitations of current devices, the small number of parameters

extracted from the signal, and the lack of statistically robust studies that evaluate

the true diagnostic capabilities of the ambulatory system.

The ambulatory assessment of vocal function makes uses of measurements of skin

vibration on soft tissue [36–38]. Analysis of speech sounds recorded via skin accelera-

tion continues to be a topic of current research in applications such as monitoring of

singing techniques [156,157], monitoring of vocal fatigue [158], evaluation of nasaliza-

tion [159,160], improvement of voice intelligibility in noisy conditions [161], screening

of respiratory anomalies by means of pectoriloquy or egophony [162–166], and audi-

tory biofeedback for Parkinson disease patients [167].

A number of challenges are inherent to this technique. Extraction clinical param-

eters requires further understanding of underlying physical phenomena. Some poten-

tial difficulties that have been identified include the coupling between vocal tract and

subglottal system and the uncertainty of the tissue properties [35]. In addition, the

accelerometer specifications can vary when it is placed on soft tissue [168–170], and

air-borne components can corrupt the signal [171]. These factors have limited the

accuracy of the clinical parameters extracted from the accelerometer signal. There-

fore, the use of neck skin acceleration in voice monitoring requires not only a better

understanding of a number of related acoustical issues, but also the design of new

inverse filtering approaches that take into account these multiple factors.
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2.6 Biosensing considerations for the recordings of neck surface acceler-

ation

The assessment of sound on the skin surface provides a non-invasive approach

to examining the circulatory, respiratory, gastrointestinal, and phonatory systems.

The bioacoustic transducers used during recordings for this purpose are generally

light-weight accelerometers and/or air-coupled microphones attached to the skin. Al-

though intended to capture tissue-borne sounds, the sensors can also detect air-borne

transmitted sounds generated by the subject (such as speech) and other sources of

background noise. This corrupting signal is generally not taken into account in skin

surface measurements under the assumption that it is negligible. The sensitivity to

air-borne sounds is rarely provided in the manufacturer specifications, and if reported,

such information often cannot be related directly to the actual performance of the

sensor when it is mounted on a compliant surface such as human skin. Although

there are some guidelines and standards to evaluate air-borne and structure-borne

sensitivity of sensors [172,173], these guidelines are neither intended nor fully appro-

priate for biomedical acoustics applications. Even though there have been efforts to

compare the tissue-borne sensitivity of commonly used bioacoustic sensors [174–177]

and standardize these measurements [169, 170] for skin applications, the air-borne

sensitivity of bioacoustic sensors and its relation with the tissue-borne sensitivity has

not been consistently investigated.

During recordings of lung and heart sounds, typical sources of background noise

that are transmitted via air-borne pathway are normally the subject’s respiration

and room noise. These components tend to be sufficiently uncorrelated with the

biomedical signals of interest, the latter of which can be retrieved by means of sig-

nal processing techniques [178, 179]. In addition, it is common in clinical practice

to make these recordings under relatively low levels of background noise, thus min-

imizing its influence during the recordings. However, skin surface recordings that

require the subject to speak impose a larger challenge. Under this scenario, the sub-
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ject’s radiated voice in the room will generate a larger background noise that can be

highly correlated with the skin vibration, making discrimination between air-borne

and tissue-borne components difficult to achieve. As described in the previous section,

recordings of voiced sounds at the skin surface have been used in a variety of clinical

studies. However, little or no attention has been paid to the effect of corruption in the

tissue-borne signal due to undesired air-borne components. The adverse effect of air-

borne sound may hamper observations that affect clinical monitoring and diagnosis

of vocal and respiratory pathologies. The corrupting effect introduced by air-borne

transmitted components may help to explain some discrepancies and uncertainties

observed in these and other related studies [180, 181]. Therefore, understanding the

relative sensitivity of bioacoustic sensors to the tissue-borne and air-borne compo-

nents becomes a critical point in order to formulate accurate claims based on skin

surface measurements.

An ideal sensor would have a high tissue-borne sensitivity and low (or null) re-

sponse to air-borne transmitted sounds. Actual bioacoustic sensors have frequency

dependent sensitivities and limited bandwidths of operation, making the criteria to

discriminate between air-borne and tissue-borne components more challenging. Defin-

ing procedures to measure the sensitivities for each component and introducing simple

guidelines to discriminate between them are the primary goals of this study. Al-

though the study is primarily focused on the evaluation of skin surface measurements

of voiced sounds, many of the approaches and findings can be extrapolated to other

applications such as lung and heart sounds measurements.
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3. NUMERICAL SIMULATIONS OF ACOUSTIC

COUPLING DURING COMPLETE AND INCOMPLETE

GLOTTAL CLOSURE

This chapter describes investigations via numerical simulations on acoustic cou-

pling during incomplete glottal closure. The overall aim was to extend previous

studies of source-filter interactions and their effect on tissue dynamics, energy trans-

fer, and glottal aerodynamics during the presence of incomplete glottal closure. The

methods presented in this chapter provide additional insights on nonlinear source-

filter coupling and an extension of lumped element models of phonation.

3.1 Methods

Two different methods were used to explore the coupling between vocal fold mo-

tion, glottal airflow, and resulting sound waves during incomplete glottal closure: a

driven glottal area scenario and a self-sustained lumped mass model. These meth-

ods were selected to mimic previous explorations that provided the foundations of

nonlinear source-filter coupling [17].

The selected lumped element model of the vocal folds was the so-called “body-

cover” model [42], referred to as ST95 in this thesis document. This model was

selected over the traditional two-mass model [46] (previously referred to as IF72)

due to its more physiologically meaningful nature, enhanced representation of glottal

impedance terms [42], better stability of its associated glottal airflow solver [59],

and ability to more accurately mimic pathological conditions [98]. Furthermore, the

“body-cover” model was adaptable to represent the traditional two-mass model (by
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simply increasing the body stiffness) and was shown to be analogous to a more recent

“bar-plate” model (when using updated aerodynamic equations) [74].

Sound propagation for the subglottal system and vocal tract was modeled using

a wave reflection analog scheme. This time-domain transmission model was selected

since it has been widely used in numerical simulations of phonation. The implemen-

tation included a radiation impedance [58] and different loss factors for the subglottal

and supraglottal tracts [60, 182]. Unless otherwise stated, the vocal tract area func-

tions were estimated from 3D cine-MRI data of an adult male [21]. The subglottal

area function was adapted from respiratory system measurements of human cadav-

ers [70] and included the trachea, bronchi, and a resistive termination impedance.

The glottal airflow model was obtained according to Titze [59], which was originally

designed to describe nonlinear coupling using a wave reflection analog scheme. A

constant subglottal (lung) pressure of 0.8 kPa was employed unless otherwise stated.

To match the MRI representations, a time step associated to a sampling frequency

of 70 kHz was used in the 4th order Runge-Kutta solver.

3.1.1 Including incomplete glottal closure

The primary goal of this research effort was to describe incomplete glottal closure

as given by a parallel posterior glottal gap (also referred to as glottal chink). In order

to account for anterior-posterior differences, a method that divided the glottis into

multiple flow sections and combined them into a single flow channel [108] was followed.

This method assumed that the minimum glottal area was the sum of the minimum

areas in the flow channels. Interestingly, no self-oscillating models of phonation have

incorporated this method to represent a posterior glottal gap. Thus, a gap area (Agap)

was added to that of the membranous vocal folds (Amem) to represent the minimum

glottal area (Ag = Amem + Agap) that also corresponded to the visual area that could

be obtained via laryngeal high-speed videoendoscopy. Similar assumptions on the

relation between the minimum area of the vocal folds and a posterior gap have been
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made [15, 183, 184]. This new minimum area was then introduced into the glottal

airflow solver [59] given by:

Ug =
Agc

kt

{

−

(

Ag

A∗

)

±

[

(

Ag

A∗

)2

+
4kt

ρc2
(p+

s − p−e )

]}

. (3.1)

The proposed method to describe incomplete glottal closure was contrasted with

two existing methods that have been used to describe related phenomena using the

IF72 model. These two methods included an increased abduction scheme [102] and a

pre-collision scheme [85]. The former was based on an increase of the rest position of

the vocal folds with an added nonlinear damping term, and was originally designed

to mimic consonant-vowel-consonant gestures. The latter made use of elastic changes

due to collision forces that were activated prior vocal fold contact and has been used

to model the effect of nodules [85, 98].

The presence of a posterior glottal opening could be sufficiently large to reach the

oscillating (membranous) portion of the glottis, which has been referred to as a “linked

leak” [15,185]. This case was expected to follow the abduction descriptions from [102]

combined with a parallel gap representation. In addition, it is well-established that

the presence of incomplete glottal closure is associated with an increase in turbulent

noise [12, 41]. This component was not included in these initial investigations.

3.1.2 Self-sustained model: general considerations

The original ST95 implementation [42] illustrated the importance of adding phys-

iologically relevant features in reduced order models of phonation. Thus, detailed

methods to obtain material properties were described and contrasted with excised

larynx data. However, subsequent studies on vocal tract imaging [18] from the same

authors elucidated that the driving forces within the model and/or its material prop-

erties made the model unable to self-oscillate with these MRI-based descriptions.

Thus, updated methods to obtain material properties and driving forces were subse-
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quently proposed [74, 97]. However, no consistent review of the factors that affected

the original model have been reported.

More recent investigations suggested that the presence of asymmetric flow behav-

ior was considerable and affected the driving forces of the vocal folds [86, 86, 186]. A

boundary layer estimation of asymmetric pressures (BLEAP) scheme was developed

from a similarity solution of measured data from experiments with scaled up, driven

vocal folds [187]. This scheme proposed an asymmetric method to compute driving

forces during the divergent portion of the cycle and was designed to work with any

lumped mass representation of the vocal folds. However, this new method has not

been applied to a self-sustained oscillation or compared with the symmetric aerody-

namic forces proposed in [74]. The implementation of this scheme required extending

ST95 to an asymmetric configuration, to allow the jet to fluctuate between vocal fold

walls randomly.

A simple parametric study was included to compare different driving forces and

material properties with the aim of identifying a more accurate representation of

actual phonation for complete and incomplete glottal closure conditions. Thus, four

driving forces and four sets of material properties were used during simulations of

phonation with and without a posterior glottal gap. The driving forces were: 1) the

original from the ST95 model, 2) the updated version from [74], 3) the updated version

from [74] including the effects of hydrostatic pressure, and 4) the BLEAP scheme [187].

The material properties considered for these parametric observations were: a) a set

from the original ST95 model (Case C) matching description from Hirano [96] b) an

adaptation of the material properties from IF72 as suggested in [42], c) an updated

set of material properties taken from [97], and d) a set obtained using reduction of

order methods from a finite element model of the vocal folds [188]. All cases were

selected to represent modal phonation (chest register) with normal male fundamental

frequencies. The material properties for each case are presented in Table 3.1.

Selected measures of glottal behavior were used to quantify the effects of coupling.

The glottal impedance measure Zg mean was computed using mean airflow and area
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values in equation (2.3) (equivalent to dividing mean transglottal pressure with mean

glottal airflow in this model). Other measures such as AC airflow, MFDR, H1-H2

and HRF (previously defined in chapter 2) provided insights on the degree of acoustic

coupling, pulse skewing, and harmonic distortion.

3.1.3 Self-sustained model: driving forces and material properties

The equations describing the asymmetric extension of the body-cover model and

the cases under study are presented in this section. For further details on the under-

lying assumptions and details of the self-oscillating model please consult the original

ST95 implementation [42] and its the updated version [74]. A representation of the

model is presented in Fig. 3.1.

Fig. 3.1. Body-cover model. Adapted from [32].

The equations of motion for the six masses were written in terms of the coupling

forces and external driving forces that were exerted on each mass. A compact notation
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was used, where the index α indicated left (L) or right (R) vocal folds. Even though

asymmetric driving forces were used in some cases (e.g., for the BLEAP driving

forces), all material properties were symmetric. Thus, the resulting equations of

motion were:

F1α = m1ẍ1α = Fk1α + Fd1α + Fkcα + Fe1α + FCol1α (3.2)

F1α = m2ẍ2α = Fk2α + Fd2α − Fkcα + Fe2α + FCol2α (3.3)

Fbα = mbẍbα = Fkbα + Fdbα − [Fk1α + Fd1α + Fk2α + Fd2α], (3.4)

where the subscripts x1α, x2α, and xbα were the (L & R) lower, upper, and body

mass displacements, respectively, and the following forces were identified:

Fd1α, Fd2α, Fdbα: forces due to damping,

Fk1α, Fk1α, Fkbα: lateral spring forces,

Fkcα: spring forces due to coupling of m1 and m2,

FCol1α, FCol2α: forces generated only during collision with the opposite vocal fold,

Fe1α, Fe2α: external forces generated by the glottal airflow, and

F1α, F2α, Fbα: forces of the accelerating masses.

The expressions for these forces were identical to those from ST95 [42] and were

not be repeated here. However, the expressions for the external forces during the

open phase were presented for the three cases under study to emphasize the nature

of each case.

Original driving forces

The original external driving forces in ST95 [42] were symmetric expressions given

by Fe1α = Fe1 = P1LgT1 and Fe2α = Fe2 = P2LgT2, where Lg was the vocal fold length,

T1 and T2 were the thicknesses from the lower and upper masses, and P1 and P2 were

the pressures applied to the lower and upper masses, given by:
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P1 = Ps + ps − (Ps + ps − pe)(amin/a1)
2 (3.5)

P2 = pe, (3.6)

where Ps was the steady component of the subglottal pressure, ps was the unsteady

(acoustic) component of the subglottal pressure, pe was the unsteady (acoustic) com-

ponent of the supraglottal pressure, amin = min(0, a1, a2) was the minimum glottal

area, and a1 = (x1L + x1R)Lg and a2 = (x2L + x2R)Lg were the areas of the lower and

upper masses.

Updated and hydrostatic driving forces

The external driving forces in the updated equations for ST95 described in [74] also

were symmetric expressions given by Fe1α = Fe1 = P1LgT1 and Fe2α = Fe2 = P2LgT2,

where the pressure terms were given by the following set of equations:

P1 = Ps + ps − Pkd(a
2
2/(a1an)), (3.7)

P2 = Ps + ps − Pkd(a2/an), (3.8)

for a1 ≥ a2, otherwise

P1 = Ps + ps − Pkd(a
2
d/(a1an)) (3.9)

P2 = Ps + ps − Pkd/T2(T1 + T2 − zd + (ad/an)(zd − T1)), (3.10)

for zd ≥ T1, otherwise

P1 = Ps + ps − Pkd/T1(T1 − zd + (ad/a1)zd), (3.11)

P2 = Ps + ps − Pkd, (3.12)

where Pkd was the kinetic pressure, ke was the pressure recovery coefficient, an was the

area at the nodal point, ad was the flow detachment area, and zd was the separation

point. These expressions were computed using:
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Pkd = (Ps + ps − po)/(1 − ke), (3.13)

ke = 2ad/Ae(1 − ad/Ae), (3.14)

ad = max(0, min(1.2a1, a2)), (3.15)

an = a1 + T1(a2 − a1)/(T1 + T2), and (3.16)

zd = min(T1 + T2, max(0, (a1 − ad)(T1 + T2)/(a1 − a2))). (3.17)

An additional driving force investigated in this chapter used the same equations

but included an hydrostatic pressure term during complete of the vocal folds instead of

a no pressure condition. This hydrostatic pressure was given by the average between

subglottal and supraglottal pressures, i.e., Phydro = (Ps + ps + pe)/2.

BLEAP driving forces

The BLEAP scheme [187] is described below in relatively more detail since it

has not been applied to a lumped mass model representation before. The scheme

used the original equations of ST95 for the converging portion of the glottal cycle

(i.e., a1 ≥ a2) and an asymmetric pressure distribution otherwise. The asymmetric

pressure was associated to a jet that was randomly attached to either vocal fold and

was derived from the distribution of the flow velocity such that:

v(z) = z0

(

z + zoff

zoff

)n

, (3.18)

where zoff = 0.15/7.5 cm, n = −0.0148, and v0 was the flow velocity at the glottal

entry. In these simulations, an acoustic formulation for this entry velocity was pro-

posed. Initially, the velocity at the glottal exit (z = ze) was computed from Eq. (3.18)

such that:

v(ze) = z0

(

ze + zoff

zoff

)n

, (3.19)
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with the glottal exit given by ze = T1 + T2. Applying Bernoulli’s equation between

the glottal entry and exit and substituting terms yielded

v0 =

√

2(Ps + ps − pe)

ρ

(

zoff

ze + zoff

)n

. (3.20)

A Bernoulli regime was assumed from the subglottis to compute the pressure at

the glottal entry using

Po = Ps + ps −
1

2
ρv2

o , (3.21)

which was then utilized to obtain the pressure distribution across the glottis

PB(z) = Po +
1

2
ρv2

o

[

1 −

(

z + zoff

zoff

)2n
]

,

= Ps + ps −
1

2
ρv2

o

(

z + zoff

zoff

)2n

,

= Ps + ps − (Ps + ps − pe)

(

z + zoff

zoff

)2n

. (3.22)

Finally, the pressure distribution was integrated over the entire glottis to obtain

the external forces that were randomly applied (uniform distribution) during each

cycle to either the left or right masses, such that:

Fe1α =

T1
∫

0

PB(z)dz, and (3.23)

Fe2α =

T2
∫

T1

PB(z)dz. (3.24)

In addition, the material properties utilized in the numerical simulations are listed

in Table 3.1
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Table 3.1
Material properties used for the parametric observations. Parame-
ter values were selected to yield similar fundamental frequencies of
oscillation.

Material property Notation Units IF72 Case C Rules FEM

lower mass thickness T1 cm 0.25 0.15 0.15 0.24

upper mass thickness T2 cm 0.05 0.15 0.18 0.20

vocal fold length Lg cm 1.40 1.00 1.41 1.25

lower mass m1 g 0.125 0.01 0.070 0.071

upper mass m2 g 0.025 0.01 0.080 0.086

body mass mb g 0.05 0.05 0.130 0.05

lower spring constant k1 N/m 80.0 5.0 56.4 59.1

upper spring constant k2 N/m 8.0 3.5 64.4 72.1

coupling stiffness kc N/m 25.0 2.0 5.8 9.1

body stiffness kb N/m 100000 100 301.9 100000

lower stiffness (closed phase) k1c N/m 240.0 15.0 169.2 177.2

upper stiffness (closed phase) k2c N/m 24.0 10.5 193.3 216.4

lower damping ratio η1 - 0.1 0.4 0.1 0.1

upper damping ratio η2 - 0.6 0.4 0.6 0.6

body damping ratio ηb - 0.2 0.2 0.1 0.1

lower damping coeff. d1 - 0.02 0.01 0.01 0.01

upper damping coeff. d2 - 0.02 0.005 0.09 0.09

body damping coeff. db - 0.01 0.004 0.04 0.004

lower damping coeff. (closed phase) d1c - 0.22 0.02 0.14 0.14

upper damping coeff. (closed phase) d2c - 0.05 0.02 0.23 0.25

lower mass rest position x01 cm 0.018 0.025 0.0001 0.020

upper mass rest position x02 cm 0.018 0.025 0 0.020

body mass rest position x0b cm 0.3 0.3 0.3 0.3

air density ρ Kg/m3 1.13 1.13 1.13 1.13

nonlinear stiffness coeff. ν - 100 100 100 100

nonlinear stiffness coeff. (closed phase) νc - 500 500 500 500
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3.2 Results

The results of the investigations using both driven glottal area and self-sustained

models are presented in this section. The effects of incomplete glottal closure were

initially explored via the driven model. A parametric analysis was performed on the

self-sustained model to select the most realistic scenario available for further obser-

vations. A selected model configuration was used to assess the coupling differences

between vowels, types of incomplete closure, and to provide insights on vocal hyper-

function.

3.2.1 Driven glottal area

In this initial section, the results from previous studies [17] were replicated and

extended to provide further insights on the effects of coupling due to the presence of

incomplete closure. Thus, the example of Fig. 2 in [17] was used as a reference. An

imposed (driven) glottal area was connected to simplified vocal tract and subglottal

systems through a wave reflection analog technique, including radiation impedance

for the vocal tract and losses for each tract as in [60, 182]. The geometries and

impedances of the tracts for this configuration are shown in Fig. 3.2.

A driven glottal area given by Ag = min(0, 0.15 cos(2πF0t) + Aoff ) cm2 was used

to simulate three different glottal conditions for two fundamental frequencies (F0).

First, the simulation presented in [17], where a 200 Hz tone and no contact (i.e.,

Aoff = 0.15 cm2) was replicated. Using the same pitch, two additional scenarios with

different offsets were simulated: incomplete glottal closure (i.e., Aoff = 0.25 cm2) and

complete closure (i.e., Aoff = 0.05 cm2). The same cases were then repeated using

F0 = 100 Hz. For each case, the glottal airflow was computed using the glottal area

and acoustic pressures via equation (3.1). The interactive airflow (Ug) was contrasted

with the uncoupled one (Uo) given by:
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Fig. 3.2. Tract geometries and impedances used for the driven area observations
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Uo(t) = Ag(t) ·

√

2 Ps

ρ
, (3.25)

where Ps is the steady subglottal (lung) pressure, which was set to 0.8 kPa in these

simulations.

The airflow and its derivative for the selected cases are presented in Fig. 3.3. The

reference example from [17] (Fig. 3.3-a) yielded the acoustic coupling altering the

airflow with three key features: ripples in its open phase, skewing of the glottal pulse,

and an apparent closed phase (where there was none in the glottal area). These fea-

tures created important “harmonic distortion” with respect to the uncoupled airflow

(i.e., new harmonic components not present in Uo). It was noted that the presence of

complete glottal closure increased these distortions in the glottal pulse, thus enlarging

the ripples and skewing (the latter was also noted in the larger negative peak of the

airflow derivative). However, during incomplete glottal closure, the opposite trend

was observed. Glottal pulses exhibited less skewing and ripples and oscillated at a

higher level and with smaller excursion.

The same cases were then simulated again using a lower fundamental frequency

and the results shown in Fig. 3.4. The same trends as before were observed, but in

all cases the amount of harmonic distortion was considerably lower, indicating that

the coupling phenomena was frequency (F0) dependent.

The dependence of acoustic coupling on frequency and glottal closure for a given

tract configuration was quantified through glottal measures extracted for each case.

Five measures were selected for this case, each one evaluated for the uncoupled glot-

tal airflow (Uo) and interactive glottal airflow (Ug). The amount of coupling and

harmonic distortion was evaluated by comparing the measures from the uncoupled

and interactive glottal airflows, where AC airflow and harmonic measures were al-

ways smaller for all cases and MFDR was more sensitive to the glottal conditions.

Incomplete glottal closure exhibited smaller AC airflow, MFDR, and lower mean

impedances, elucidating that the nature of the harmonic distortions in this case had
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Fig. 3.3. Driven model for F0 = 200 Hz: airflow and its derivative for
a highly coupled scenario and its variation with respect to the degree
of abduction
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Fig. 3.4. Driven model for F0 = 100 Hz: airflow and its derivative for
a less coupled scenario and its variation with respect to the degree of
abduction
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a different origin. In all cases, the harmonic distortion was found to increase for the

higher frequency simulations.

The frequency dependence of the acoustic coupling can be explained based on the

tract impedances, as suggested in [17]. Harmonics lying on regions of large positive

reactance were amplified, and viceversa. The high frequency scenario placed the first

few (stronger) harmonics in a region near this change, thus significantly amplifying

many harmonic components (and creating noticeable distortion). The lower frequency

scenario placed most of the significant harmonics in the inertive yet low amplitude

reactance area, thus creating less significant harmonic gain.

The dependance on the degree of glottal closure appeared less obvious since the in-

complete glottal closure cases exhibited a stronger coupling (evidenced in the smaller

AC airflow), but with less significant harmonic distortion (evidenced in the smaller

MFDR). These observations were explained by exploring the nature of equation (3.1).

The term Ag/A
∗, normally referred to as coupling parameter [17], became larger due

to the offset of the glottal area, thus reducing the amplitude of the AC airflow and

making it proportional to the transglottal drop term (p+
s − p−e ). However, since no

complete closure was achieved, the transglottal pressure term was smooth and rela-

tively proportional to the glottal area, thus reducing the harmonic distortion of the

incomplete glottal closure case. These observations were consistent with the fact that

a lower mean impedance was expected to exhibit larger acoustic coupling.
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Table 3.2
Glottal measures for uncoupled glottal airflow (1) and interactive glot-
tal airflow (2). Notation: Titze: Aoff = 0.15 cm2, Titze: Aoff = 0.05
cm2, and Titze: Aoff = 0.25 cm2.

f0 = 200 Hz f0 = 100 Hz

Measure Units Titze Low High Titze Low High

Zg mean Ω (cgs) 10.3 20.9 7.1 13.9 29.5 7.8

AC airflow 1 cm3/s 1129 753 1129 1129 753 1129

AC airflow 2 cm3/s 716 526 391 878 675 569

MFDR 1 cm3/s2 709 711 709 355 365 355

MFDR 2 cm3/s2 880 1327 407 471 564 281

H1-H2 1 dB -69.3 -11.7 -69.2 -48.6 -12.2 -48.6

H1-H2 2 dB -12.1 -8.4 -14.0 -13.8 -12.1 -12.9

HRF 1 dB -67.1 -11.1 -69.2 -48.5 -11.6 -48.6

HRF 2 dB -10.5 -6.1 -13.2 -13.3 -10.4 -12.6

3.2.2 Self-sustained model: parametric observations

The self-sustained ST95 vocal fold model was tested with four different versions

of driving forces (original, updated, hydro, and BLEAP) and three parameter sets

describing material properties (IF72, case C, and rules). All cases were evaluated with

and without acoustic coupling and with complete and incomplete glottal closure. The

aim was to find those conditions that more closely resembled actual phonation for

modal male voices with a normal degree of incomplete closure. A constant steady

subglottal pressure of 800 Pa and a gap area of 0.03 cm2 were used for all cases. The

vocal tract was selected for a vowel /e/ from a MRI database [21], and the subglot-

tal tract was based on [70] including trachea, bronchi, and a resistive termination

impedance.
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Data from recordings on human subject from [39, 189] were used as a reference

to identify the desired behavior in the model. Two data sets were summarized and

presented in Table 3.3, based on different signal processing schemes, where “1988”

referred to [39] and “1993” to [189]. Given that the latter results were considered

more accurate, the 1993 measures were linearly extrapolated to match the steady

subglottal (lung) pressure used during the simulations (0.8 kPa ≈ 7.84 cm H2O).

Table 3.3
Summary of selected measures for human subject recordings [189] and
linear interpolation to match a 0.8 kPa mean subglottal pressure

Male-Normal Male-Loud Male-Normal/Loud∗

Measure Units 1988 1993 1988 1993 1993∗

F0 Hz 116 ± 12 112.4 ± 11.8 126 ± 14 128.9 ± 24.7 124.3 ± 20.1

MFDR cm3/s2 279.6 ± 90.4 337.2 ± 127.2 481.1 ± 162.6 650 ± 251.2 516.7 ± 193.3

SPL dB 79.5 ± 3.4 77.8 ± 4 86 ± 4.3 85.6 ± 4.7 83.4 ± 4.2

AC airflow l/s 0.26 ± 0.07 0.33 ± 0.07 0.38 ± 0.1 0.47 ± 0.14 0.39 ± 0.11

min airflow l/s 0.12 ± 0.07 0.08 ± 0.05 0.11 ± 0.05 0.08 ± 0.05 0.09 ± 0.06

mean airflow l/s 0.19 ± 0.07 0.2 ± 0.06 0.2 ± 0.06 0.24 ± 0.09 0.22 ± 0.08

Zg mean ohm (cgs) 37.7 ± 16.7 32.6 ± 13.7 48.6 ± 19.4 41.4 ± 18.7 40.07 ± 17.98

PS cmH2O 6.3 ± 1.4 5.9 ± 1.1 9 ± 2.4 8.7 ± 2.4 7.84 ± 2.04

Additional criteria to select the desired configuration were based on stability of

material properties to changes in the driving forces, incomplete closure, and acoustic

coupling conditions. In this case stability referred to consistency in the results from

selected glottal measures including F0, MFDR, MADR, SPL, airflow measures (AC,

min, mean), Zg mean, H1-H2, HRF, total forces (average of Fe1 and Fe2), and total

energy transfer (mean and rms). SPL was obtained by subtracting 30 dB (based on

empirical observations) from lip output to describe a 10 cm position. The energy

transfer measures were computed according to [41, 104].

To illustrate the nature of the different driving forces under evaluation, the ST95

model was set using the IF72 parameter set from Table 3.1. The driving forces Fe1
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and Fe2 are presented for the scenario with no acoustic coupling (level 1) in Fig. 3.5

and with acoustic coupling (level 2) in Fig. 3.6. The BLEAP cases were shown using

dotted lines for the left vocal fold and solid for the right vocal fold. It was noted

that: 1) the differences between the forces were more pronounced when no coupling

was present, and 2) the acoustically coupled scenario yielded much stronger driving

forces. Furthermore, the pressure distributions of the driving forces for convergent

and divergent conditions are presented in Fig. 3.7, where the discontinuous nature of

the driving forces is evident. Cases with the same pressure distributions are shown

together.

The simulations were classified between parameters sets and shown for “IF72” pa-

rameter set in Table 3.4, “Case C” parameter set in Table 3.5, “Rules” parameter set

in Table 3.6, and “FEM” parameter set in Table 3.7. General observations indicated

that all parameter set exhibited self-sustained oscillations under some conditions.

This behavior was not completely expected for Case C, as previous observations had

indicated that the parameter set was not able to sustain oscillations with MRI based

vocal tracts. The use of a different, less constricted vocal tract geometry made this

possible. Nevertheless, Case C showed a very unstable behavior that did not converge

in some cases or yielded variable results due to minor variations. Thus, this complete

parameter set was subsequently discarded. Although it yielded reasonable behav-

ior under some conditions, the FEM parameter set was also subsequently discarded

since it was the least prone to yield self-sustained oscillations and vibrated at a much

higher fundamental frequency. On the other hand, IF72 and Rules yielded more sta-

ble regimes, yet cases with no acoustic coupling for Rules were less prone to sustain

the oscillations (as noted from cases with very low MFDR). Although a no coupling

scenario was not physiologically relevant, it related to excised larynx experiments,

that have shown that oscillation without the vocal tract was possible [113]. A closer

look was taken into the coupling case for the two parameter sets before discarding the

Rules set for this reason. Thus, subsequent observations were only limited to Rules

and IF72 for the acoustic coupling (level 2) case.
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Fig. 3.5. Driving forces for IF72 with no acoustic coupling
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Fig. 3.6. Driving forces for IF72 with acoustic coupling
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Table 3.4
Simulations from body-cover model using the parameter set labeled as “IF72” from Table 3.1.

Acoustic coupling (level 2 of interaction) No acoustic coupling (level 1 of interaction)

Complete closure Incomplete closure Complete closure Incomplete closure

Measures Units Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP

F0 Hz 137 137 154 137 137 137 154 137 137 154 154 137 137 154 154 137

MFDR cm3/s2 467 582 619 520 327 391 419 328 350 385 411 345 296 322 349 289

MADR cm2/s 89 105 109 98 79 88 92 76 93 93 100 94 93 93 100 94

SPL dB 84 85 87 83 79 80 81 78 83 85 86 83 80 81 82 79

AC airflow l/s 0.44 0.42 0.45 0.42 0.40 0.39 0.41 0.38 0.42 0.39 0.40 0.41 0.40 0.37 0.38 0.38

min airflow l/s 0 0 0 0 0.09 0.08 0.08 0.09 0 0 0 0 0.08 0.08 0.08 0.08

mean airflow l/s 0.16 0.16 0.18 0.16 0.26 0.25 0.27 0.26 0.16 0.14 0.15 0.15 0.25 0.23 0.24 0.24

Zg mean ohm (cgs) 49.2 49.6 44.8 50.0 31.2 32.5 29.8 31.2 50.9 57.1 54.7 52.4 32.3 34.3 33.2 33.2

H1-H2 dB -11.6 -11.7 -11.1 -12.1 -13.9 -12.9 -14.8 -15.7 -12.3 -7.5 -11.2 -12.8 -13.4 -9.1 -13.9 -14.1

HRF dB -10.9 -10.9 -10.2 -11.2 -13.5 -12.2 -13.9 -14.9 -11.6 -7.1 -10.1 -12.0 -13.1 -8.9 -13.0 -13.6

FT opening N · 103 22.6 16.7 19.6 21.7 22.4 14.6 16.3 22.2 22.4 14.6 16.3 22.2 21.4 15.7 17.5 20.6

FT closing N · 103 -4.8 -12.6 -12.9 -7.7 6.2 -6.3 -6.4 1.1 6.2 -6.3 -6.4 1.0 -2.4 -8.8 -9.0 -3.1

FT collision N · 103 14.1 18.3 19.4 16.0 8.0 9.7 10.4 8.4 8.0 9.7 10.4 8.4 11.3 14.4 15.1 12.3

Π open mean J/s 0.24 0.29 0.30 0.22 0.18 0.22 0.23 0.16 0.27 0.17 0.18 0.27 0.27 0.17 0.18 0.27

Π open rms J/s 0.35 0.39 0.40 0.33 0.28 0.28 0.29 0.26 0.37 0.24 0.26 0.37 0.37 0.24 0.26 0.37
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Table 3.5
Simulations from body-cover model using the parameter set labeled as “Case C” from Table 3.1.

Acoustic coupling (level 2 of interaction) No acoustic coupling (level 1 of interaction)

Complete closure Incomplete closure Complete closure Incomplete closure

Measures Units Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP

F0 Hz 137 171 - 120 137 154 171 137 120 171 188 137 120 171 188 137

MFDR cm3/s2 1157 1826 - 955 772 1276 1735 696 488 1216 1449 507 407 964 1141 415

MADR cm2/s 195 276 - 188 168 245 319 156 140 229 256 142 140 229 256 142

SPL dB 87 92 - 86 82 87 88 82 85 91 91 84 81 87 86 80

AC airflow l/s 0.58 0.64 - 0.56 0.58 0.63 0.68 0.49 0.49 0.54 0.54 0.47 0.47 0.54 0.55 0.44

min airflow l/s 0 0 - 0 0.07 0.04 0.02 0.07 0 0 0 0 0.08 0.05 0.04 0.08

mean airflow l/s 0.29 0.28 - 0.28 0.37 0.35 0.39 0.34 0.17 0.18 0.22 0.17 0.26 0.28 0.31 0.25

Zg mean ohm (cgs) 27.8 29.1 - 29.1 21.7 23.1 20.7 23.3 47.6 45.3 35.6 48.4 31.3 28.8 26.1 32.0

H1-H2 dB -11.7 -10.0 - -14.7 -14.1 -14.6 -15.0 -16.0 -7.9 -5.7 -12.6 -9.2 -8.9 -9.1 -16.0 -8.9

HRF dB -10.2 -7.7 - -12.4 -12.9 -12.2 -11.2 -14.0 -6.9 -4.0 -8.1 -8.0 -8.4 -7.6 -11.3 -8.3

FT opening N · 103 7.9 7.0 - 8.2 8.7 7.5 9.0 14.1 10.9 7.1 7.4 10.7 10.9 7.1 7.4 10.6

FT closing N · 103 -2.8 -13.4 - -1.0 -1.5 -9.5 -8.4 4.8 7.0 -5.7 -5.3 3.5 7.0 -5.7 -5.3 3.5

FT collision N · 103 13.8 22.8 - 10.9 10.5 18.6 22.1 5.6 2.5 9.0 7.0 2.8 2.5 9.0 7.0 2.8

Π open mean J/s 0.38 0.71 - 0.31 0.34 0.60 0.94 0.13 0.25 0.45 0.53 0.24 0.25 0.45 0.53 0.24

Π open rms J/s 0.71 1.24 - 0.56 0.54 0.94 1.50 0.28 0.62 0.66 0.77 0.61 0.62 0.66 0.77 0.61
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Table 3.6
Simulations from body-cover model using the parameter set labeled as “Rules” from Table 3.1

Acoustic coupling (level 2 of interaction) No acoustic coupling (level 1 of interaction)

Complete closure Incomplete closure Complete closure Incomplete closure

Measures Units Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP

F0 Hz 137 137 154 137 137 137 154 120 137 120 137 137 137 120 137 137

MFDR cm3/s2 156 491 455 257 163 330 340 177 27 310 303 26 26 252 247 25

MADR cm2/s 60 100 98 84 73 86 90 67 4 68 67 4 4 68 67 4

SPL dB 74 82 82 76 72 76 76 71 51 78 77 50 50 75 73 50

AC airflow l/s 0.19 0.27 0.27 0.21 0.18 0.24 0.25 0.18 0.06 0.21 0.21 0.06 0.06 0.20 0.20 0.06

min airflow l/s 0 0 0 0 0.09 0.09 0.09 0.09 0.05 0 0 0.05 0.16 0.09 0.09 0.15

mean airflow l/s 0.09 0.12 0.13 0.10 0.20 0.21 0.22 0.19 0.07 0.10 0.12 0.07 0.17 0.20 0.21 0.17

Zg mean ohm (cgs) 87.8 64.4 62.5 76.3 41.0 37.5 36.2 42.8 107.7 77.9 68.5 108.2 46.2 40.2 37.8 46.8

H1-H2 dB -23.7 -19.0 -16.3 -21.2 -23.7 -20.0 -16.6 -18.7 -35.3 -19.1 -13.5 -35.1 -35.3 -18.6 -13.6 -35.3

HRF dB -21.4 -14.1 -13.7 -17.8 -21.3 -16.4 -14.6 -17.0 -35.3 -12.7 -11.2 -35.1 -35.3 -14.5 -12.2 -35.3

FT opening N · 103 16.6 13.6 12.9 15.8 15.5 13.2 12.8 15.2 15.9 14.3 13.4 15.9 15.9 14.3 13.4 15.9

FT closing N · 103 10.6 1.1 1.5 13.7 9.8 2.8 2.8 13.2 15.9 6.5 7.2 24.0 15.9 6.5 7.2 24.0

FT collision N · 103 15.8 28.0 21.6 21.4 15.7 23.6 19.0 15.1 0.0 16.7 11.1 0.0 0.0 16.7 11.1 0.0

Π open mean J/s 0.02 0.09 0.08 0.03 0.02 0.06 0.07 0.02 0.00 0.04 0.04 0.00 0.00 0.04 0.04 0.00

Π open rms J/s 0.12 0.17 0.15 0.15 0.12 0.13 0.13 0.12 0.05 0.10 0.09 0.05 0.05 0.10 0.09 0.05
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Table 3.7
Simulations from body-cover model using the parameter set labeled as “FEM” from Table 3.1

Acoustic coupling (level 2 of interaction) No acoustic coupling (level 1 of interaction)

Complete closure Incomplete closure Complete closure Incomplete closure

Measures Units Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP Original Updated Hydro BLEAP

F0 Hz 171 171 188 171 171 171 171 171 171 154 171 171 171 154 171 171

MFDR cm3/s2 3 522 560 3 3 345 383 2 2 424 438 2 2 339 350 2

MADR cm2/s 0 112 118 0 0 97 104 0 0 95 96 0 0 95 96 0

SPL dB 21 82 82 21 20 77 76 20 9 82 81 9 9 78 76 9

AC airflow l/s 0.01 0.18 0.18 0.01 0.01 0.17 0.17 0.01 0 0.18 0.17 0.01 0.01 0.18 0.17 0.01

min airflow l/s 0.03 0 0.03 0 0.14 0.09 0.14 0.09 0.03 0 0.03 0 0.13 0.09 0.10 0.09

mean airflow l/s 0.03 0.07 0.07 0.03 0.14 0.16 0.17 0.14 0.03 0.07 0.07 0.03 0.13 0.17 0.17 0.10

Zg mean ohm (cgs) 235.0 123.0 108.3 228.6 57.8 48.5 46.8 56.8 241.9 116.3 114.3 242.4 59.3 47.8 47.6 79.2

H1-H2 dB -52.9 -10.1 -9.8 -53.3 -56.9 -10.0 -12.7 -58.5 -56.4 -9.5 -10.9 -54.4 -57.5 -11.6 -13.1 -52.9

HRF dB -52.9 -8.0 -6.8 -53.3 -56.7 -8.2 -9.6 -58.4 -56.3 -7.4 -8.3 -54.3 -54.4 -9.5 -10.4 -52.7

FT opening N · 103 22.9 31.1 31.3 23.0 22.1 29.7 30.0 22.4 23.1 32.2 31.7 23.1 23.1 32.2 31.7 23.1

FT closing N · 103 23.8 5.9 8.0 35.7 23.0 7.5 9.3 34.0 24.2 12.5 13.9 36.3 24.2 12.5 13.9 36.3

FT collision N · 103 0 23.8 19.5 0 0 20.7 16.8 0 0 17.5 14.1 0 0 17.5 14.1 0

Π open mean J/s 0 0.17 0.23 0 0 0.14 0.18 0 0 0.15 0.18 0 0 0.15 0.18 0

Π open rms J/s 0.06 0.38 0.48 0.06 0.06 0.34 0.40 0.06 0.06 0.41 0.42 0.06 0.06 0.41 0.42 0.06
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It was also observed that the presence of incomplete glottal closure reduced the

energy transfer from the fluid to the vocal folds (as noted from the smaller difference

in FT between opening and closing and Π mean and rms values) for all cases where

coupling was present, indicating again that lower acoustic pressures were present for

that case (also noted in the lower SPL values).

Cases with high MFDR and SPL were correlated with those exhibiting larger

differences between FT opening and FT closing and higher Π mean and rms values.

The presence of negative forces for FT closing (sometimes referred to as the Bernoulli

effect) was consistent for the complete closure cases and case-dependent during in-

complete closure. The energy transfer was lower than that reported using an M5

geometry [104] due to the smaller integration region used for the ST95 model that

only accounted for the glottal width. The mean energy transferred due to incomplete

glottal closure was reduced by about 25% for IF72 and between 25% and 5% for Rules.

In addition, high correlations between MFDR and collision forces were observed for

these cases, matching the behavior noted by [25], where MFDR was correlated with

tissue velocity and thus related to vocal hyperfunction and trauma. However, IF72

exhibited a much higher correlation than its Rules counterpart, as shown in Fig 3.8.
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Fig. 3.8. Correlation between MFDR and collision forces for IF72 and
Rules with acoustic coupling with complete and incomplete glottal
closure
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When contrasting incomplete closure data with that from human subject record-

ings from Table 3.3 certain parameters (AC flow, min flow, mean flow) were observed

to be in the range of the mean values, and others (MFDR, SPL) slightly lower. These

latter measures were better aligned with the results from the complete closure sce-

narios. Nevertheless, both IF72 and Rules parameters sets were within one standard

deviation from the means in Table 3.3 and thus considered representative of human

physiology. However, the IF72 set was preferred since it yielded measures closer to

human average data. Within this case, the forces that better resembled the human

data were given by the updated equations from [74]. The original driving forces from

ST95 yielded reasonable behavior but with measures lower than those from the hu-

man recordings. The driving force that included hydrostatic pressure yielded much

higher frequencies of oscillation and rather unstable results. The BLEAP forces were

reduced due to the presence of incomplete closure and yielded lower measures. There-

fore, all subsequent analyses were performed using IF72 parameter set with acoustic

coupling and updated equations.

3.2.3 Self-sustained model: effect of vowels

The effects of the acoustic coupling for complete and incomplete glottal closure

were explored for four distinct vowels. The vowels were selected in pairs that had

similar first format frequencies but larger variations in the second formant frequency

(e.g., /a/-/e/ and /i/-/u/). As with the driven glottal area case, comparisons between

the interactive airflow (Ug) and the ideal uncoupled airflow source (Uo) were made for

selected glottal measures to evaluate the degree of harmonic distortion and coupling.

All cases were examined for complete and incomplete glottal (Agap = 0.03 cm2)

conditions. Estimates of SPL were not included in observations since they could be

highly affected by the vocal tract rather than the glottal source.

It was observed in Fig. 3.9 and Fig. 3.10 that noticeable differences were present

between each vowel, being the first formant the most dominant parameter controlling
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these differences. However, a closer inspection of the glottal measures from Table 3.8

indicated importance differences that could be attributed to the second formant. The

degree of coupling was primarily determined by the lower Zg mean and confirmed by

the reduced AC airflow and was more pronounced for vowel /i/. As in the driven

area observations, stronger coupling did not necessarily imply stronger pulse skew-

ing since vowel /i/ exhibited the lowest skewing of all vowels (as evidenced by the

lowest MFDR). Vowels /a/ and /e/ had very similar responses, showing that minor

formant changes for low vowels do not affect significantly the coupling or harmonic

distortion in modal speech. However, vowel /u/ had notable differences with vowel

/i/ that were observed in its higher MFDR and lower H1-H2. These differences were

primarily attributed to frequency differences of their second formants that changed

the complete tract impedance curves. The same trends were observed for incomplete

glottal closure. The ripples for the closed phased portion of the cycle were noted to be

vowel dependent and matched previous observations [14, 15] for vowels /a/ and /e/.

Higher vowels (not evaluated in previous studies) exhibited a single long decaying

ripple during the closed phase, most likely due to the longer wavelength effect of the

tract for these cases. It also appeared that the second formant affected the shape of

this ripple, as vowel /u/ had a more pronounced slope in it.

3.2.4 Self-sustained model: types of incomplete closure

All observations up to this point have been made using a parallel gap description

to account for incomplete glottal closure. In this section, this representation was

contrasted with two additional schemes: abduction [102] and pre-collision [85]. A

vowel /e/ was selected for the vocal tract in these cases. All other configurations

were unchanged from before. SPL was included in the measures since all cases used

the same vowel and thus SPL variations could be attributed to source differences.

The abduction case used a nonlinear constant of 50, which differed from that of [102],

given the different underlying modeling assumptions. As in their case, this constant
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(b) vowel /a/ - airflow derivative
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(c) vowel /e/ - airflow
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(d) vowel /e/ - airflow derivative
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(e) vowel /i/ - airflow
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(f) vowel /i/ - airflow derivative
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(g) vowel /u/ - airflow

40 45 50 55 60

−600

−500

−400

−300

−200

−100

0

100

200

300

400

500

time (ms)

A
irf

lo
w

 d
er

iv
at

iv
e 

( c
m

3 /s
2 )

Glottal airflow derivative

 

 
dUo
dUg

(h) vowel /u/ - airflow derivative

Fig. 3.9. Effect of coupling in vowels for complete closure
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(a) vowel /a/ - airflow

40 45 50 55 60

−600

−500

−400

−300

−200

−100

0

100

200

300

400

500

time (ms)

A
irf

lo
w

 d
er

iv
at

iv
e 

( c
m

3 /s
2 )

Glottal airflow derivative

 

 
dUo
dUg

(b) vowel /a/ - airflow derivative
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(c) vowel /e/ - airflow
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(d) vowel /e/ - airflow derivative
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(e) vowel /i/ - airflow

40 45 50 55 60

−600

−500

−400

−300

−200

−100

0

100

200

300

400

500

time (ms)

A
irf

lo
w

 d
er

iv
at

iv
e 

( c
m

3 /s
2 )

Glottal airflow derivative

 

 
dUo
dUg

(f) vowel /i/ - airflow derivative
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(g) vowel /u/ - airflow
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(h) vowel /u/ - airflow derivative

Fig. 3.10. Effect of coupling in vowels for incomplete closure



65

Table 3.8
Summary of selected glottal measures for different vowels during com-
plete and incomplete glottal closure for ideally uncoupled airflow (1)
and interactive airflow (2).

Complete closure Incomplete closure

Measure Units /a/ /e/ /i/ /u/ /a/ /e/ /i/ /u/

Zg mean Ω (cgs) 29.7 28.4 14.7 20.4 20.8 20.7 13.0 15.5

AC flow 1 cm3/s 611 641 738 661 611 612 693 654

AC flow 2 cm3/s 412 424 324 343 390 391 251 307

MFDR 1 cm3/s2 426 449 322 374 330 335 244 268

MFDR 2 cm3/s2 557 582 383 495 391 391 183 285

H1-H2 1 dB -11.9 -11.4 -14.1 -12.7 -11.9 -11.5 -14.3 -13.6

H1-H2 2 dB -13.6 -11.4 -12.4 -17.3 -13.6 -12.8 -16.8 -23.1

HRF 1 dB -11.7 -11.3 -13.7 -12.3 -11.7 -11.3 -13.8 -13.2

HRF 2 dB -11.5 -10.5 -11.6 -12.5 -12.6 -12.2 -15.3 -15.0

was arbitrarily set to avoid large increases in amplitude due to a change in the rest

position of the masses in the lumped model. Two cases were explored for each type of

incomplete closure: a normal gap (Agap = 0.03 cm2) and large gap (Agap = 0.05 cm2).

It was observed in Fig. 3.11 (normal gap), Fig. 3.12 (large gap), and Table 3.9

(summary of measures) that the parallel gap exhibited a DC offset and maintained the

structure of the closed phase ripples for both conditions. Although all cases exhibited

energy reduction with respect to the complete closure, the energy reduction between

gap conditions was more subtle in the parallel chink case. Pre-collision did not exhibit

incomplete closure with the smaller gap but reduced the MFDR. The large case more

severely affected the MFDR and amplitude of oscillation for that case. Abduction

did show DC offset in both cases, but severely reduced the amplitude of oscillation.

It thus appears that these cases represented different physiological phenomena

associated with incomplete closure; where the parallel gap better resembled the effects

of a posterior gap or chink, the pre-collision the effects of nodules or any organic
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pathological condition that can affect collision between folds, and abduction a breathy

voice with abnormal laryngeal muscle control or paralysis.

3.2.5 Self-sustained model: modeling hyperfunction

Based on the results of the previous section it was evident that the model could be

used to mimic a number of pathological conditions, although further research will be

needed to determine the accuracy of each case accordingly. In this section, the abil-

ity of the model to represent vocal hyperfunction was assessed using human subject

recordings from previous studies [25]. Vocal hyperfunction has been related to the ori-

gin of most organic pathologies and it is associated with a given inadequate condition

that is incorrectly compensated, thus increasing the risk of tissue damage. In this sec-

tion, the inadequate condition was modeled as a large parallel gap (Agap = 0.05 cm2)

and the compensation was an increased effort translated as a higher subglottal (lung)

pressure. The normal subglottal pressure was selected to be 0.8 kPa for the complete

glottal closure and increased to match the SPL of such case due to the presence of the

posterior gap. The results of the complete, small gap, large gap, and compensated

large gap were examined.

It was found that the compensated effort yielded the same SPL level, but sig-

nificantly increased the levels of MFDR and AC airflow, as noted in bold font in

Table 3.10. These results followed previous observations from pathologic cases in

human subject recordings that indicated that the same three measures significantly

increased due to the presence of vocal hyperfucntion [25]. It was noted before that an

increased MFDR was highly correlated with increased collision forces (see Fig. 3.8),

which indicated potential risk of generating an organic pathology. Thus, it appeared

that incomplete glottal closure, as associated to a large parallel posterior gap, may

be one possible explanation of this type of behavior. Other scenarios with incomplete

glottal closure as those studied in the previous section or a combination of them could

also lead to this behavior and should be the the topic of further research.
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(a) Complete- airflow
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(b) Complete - airflow derivative
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(c) Parallel gap - airflow
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(d) Parallel gap- airflow derivative
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(e) Pre-collision - airflow
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(f) Pre-collision - airflow derivative
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(g) Abduction - airflow
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(h) Abduction- airflow derivative

Fig. 3.11. Types of incomplete glottal closure for Agap=0.03 cm2
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(a) Complete- airflow
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(b) Complete - airflow derivative
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(c) Parallel gap - airflow
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(d) Parallel gap- airflow derivative
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(e) Pre-collision - airflow
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(f) Pre-collision - airflow derivative
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(g) Abduction - airflow
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(h) Abduction- airflow derivative

Fig. 3.12. Types of incomplete glottal closure for Agap=0.05 cm2
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Table 3.9
Summary of selected glottal measures for different types of incomplete
glottal closure for ideal uncoupled airflow (1) and interactive airflow
(2)

Complete Parallel gap Pre-contact Abduction

Measure Units 0 cm2 0.03 cm2 0.05 cm2 0.03 cm2 0.05 cm2 0.03 cm2 0.05 cm2

Zg mean ohm (cgs) 28.4 20.7 17.0 29.2 34.5 28.8 23.0

AC flow 1 cm3/s 641 612 599 570 276 461 313

AC flow 2 cm3/s 424 391 361 396 213 348 227

MFDR 1 cm3/s2 449 335 309 328 194 192 132

MFDR 2 cm3/s2 582 391 312 373 169 186 109

H1-H2 1 dB -11.4 -11.5 -12.0 -15.7 -14.4 -18.5 -15.5

H1-H2 2 dB -11.4 -12.8 -14.2 -13.2 -14.2 -16.6 -14.7

HRF 1 dB -11.3 -11.3 -11.8 -15.2 -14.0 -17.8 -15.1

HRF 2 dB -10.5 -12.2 -13.8 -12.5 -13.9 -16.1 -14.5

SPL dB 85.6 80.2 77.9 82.5 73.6 74.7 69.4

Table 3.10
Summary of selected glottal measures for different conditions related
to vocal hyperfunction

No gap Normal gap Large gap Hyperfunction

Measure Units Complete 0.03 cm2 0.05 cm2 0.05 cm2

SPL dB 85.6 80.2 77.9 85.5

Ps kPa 0.8 0.8 0.8 1.32

Zg mean ohm (cgs) 27.3 20.5 17.0 19.8

AC flow cm3/s 424 391 361 613

MFDR cm3/s2 581 391 312 762

H1-H2 dB -11.4 -12.8 -14.3 -11.1

HRF dB -10.5 -12.2 -13.8 -10.6



70

40 45 50 55 60
0

100

200

300

400

500

600

700

800

900

1000

time (ms)

A
irf

lo
w

 (
cm

 3 /s
)

Glottal airflow

 

 
Uo
Ug

(a) Complete- airflow
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(b) Complete - airflow derivative
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(c) Normal gap - airflow
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(d) Normal gap- airflow derivative
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(e) Large gap - airflow
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(f) Large gap - airflow derivative
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(g) Hyperfunction - airflow
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(h) Hyperfunction- airflow derivative

Fig. 3.13. Effect of incomplete glottal closure and its relation with
vocal hyperfunction
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3.3 Discussion

The initial observations using a driven glottal area provided insights into the

factors affecting acoustic coupling. The interaction initially followed the principles

described in [17], where the combined tract impedances determined the degree of

coupling and harmonic distortion (skewing and ripples in the glottal pulses) with

respect to the uncoupled airflow. Although the tract impedances explained the fre-

quency and vowel dependence of the coupling phenomena, the degree of abduction

was also shown to affect both components. Complete closure had a larger associated

glottal impedance, which indicated less coupling, yet large harmonic distortion. Such

a distortion was observed to be a product of the large acoustic pressures generated

under this condition. On the other hand, incomplete glottal closure exhibited a larger

coupling but smaller harmonic distortion. A strongly coupled condition was shown in

previous studies to be proportional to the transglottal pressure term [59]. However,

incomplete closure generated smooth acoustic pressures with smaller amplitudes, that

reduced the harmonic distortion. These observations were well-aligned with nonlin-

ear coupling theory [17] and linearizations of the sound production system that are

discussed in chapter 6, where a small glottal impedance could generate large acoustic

coupling.

A parametric analysis identified that the body-cover model (and presumably sim-

ilar low order lumped element representations) was very sensitive to the parameter

set values describing material properties, driving forces, and acoustic coupling. The

latter was considered critical as the acoustic models normally used along with lumped

element models may not accurately represent the near field conditions at the glottis.

Further experimental studies are needed to explore the associated near field acoustic

phenomena and validate the representations and configurations used in these nu-

merical models. Nevertheless, the extension of the body-cover model proposed in this

chapter was shown to mimic normal male human data in most cases [189]. In particu-

lar, the IF72 parameter set exhibited the most stable behavior for various conditions
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and driving forces and better matched mean values of selected measures of vocal

function from human data [189] using the updated equations from [74] but with no

hydrostatic pressure. This behavior may suggest that there is not a compelling need

to use the third degree of freedom from the body-cover model. However, the IF72

parameter set was only valid for male modal speech and does not allow for muscle

control (i.e., it can only be used to study one glottal configuration). Further research

is needed to evaluate and contrast with human data recordings other parameter sets

from the the rules system [97] representing diverse glottal conditions.

Simulations using the self-sustained model for different vowels with and without

complete closure indicated source-related differences between cases that were pri-

marily given by the vocal tract interaction. For low vowels (/a/, /e/), MFDR was

well-correlated with the degree of skewing, harmonic distortion, and collision forces.

These vowels exhibited comparable results, whereas high vowels (/i/ and /u/) differed

significantly in the degree of skewing (MFDR) and harmonic composition (H1-H2).

Differences between these vowels illustrated the importance of considering all the

impedance interaction and not just the first format to predict the coupled behav-

ior, i.e., the second formant does alter the source-filter interaction. In all cases, a

reduced AC airflow was indicative of the degree of coupling. The same trends were

maintained during incomplete glottal closure. In addition, the presence of ripples

during the closed portion of the cycle during incomplete glottal closure was consis-

tent with previous observations using a parametric glottal area excitation [14, 15].

These findings suggested that studies focused on the assessment of vocal function

need to carefully select the desired vowels, as they can vary the results. Further

research is needed to adapt the assessment of vocal function for running speech. In

chapter 6, these theoretical observation are contrasted with inverse filtered data on

human subjects.

Different types of incomplete glottal closure were evaluated using the self-sustained

model. All cases were related to different physiological phenomena and yielded dif-

ferent levels of interaction. It was found that the parallel gap case proposed in this
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chapter better represented the normal amount of DC offset in the airflow present in

normal speakers, matching the behavior reported in previous studies [39, 189]. In

addition, it was found that when the reduction of energy transfer introduced by a

large parallel gap was compensated with an increased subglottal pressure, the model

mimicked vocal hyperfunction, where MFDR and AC flow became much larger than

normal case. This finding was consistent with previous observations [25] for the same

parameters. Further efforts considered including the effects of turbulent noise in the

interaction.

3.4 Conclusions

The simulations presented in this chapter confirmed the impedance-based nature

of the interaction between the glottal airflow and the sub- and supra-glottal tracts

described in nonlinear theory of voice production [17]. Analysis of incomplete closure

cases elucidated that the degree of coupling may not always be associated with degree

of skewing and harmonic distortion in the glottal airflow, as observed during incom-

plete closure. Lower AC airflow and mean impedance were the main indicators of the

degree of coupling and MFDR of the degree of skewing and harmonic distortion. Dur-

ing incomplete glottal closure airflow became proportional to the transglottal pressure

drop, which was observed to be smooth. High vowels (particularly /i/) had stronger

coupling but less skewing than lower vowels. The model was sensitive to force and

parameter set value changes, but a selected parameter set and driving forces closely

matched human data for simple observations on normal, hyperfunctional, and patho-

logical cases. The addition of a parallel gap in the body-cover model made it more

more realistic and allowed for extending observations from nonlinear source-filter cou-

pling.
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4. EFFECTS OF ACOUSTIC COUPLING ON TISSUE

INSTABILITIES

The goal of the research presented in this chapter was to explore the effects of

acoustic coupling on tissue dynamics in vivo with human subjects. Based on nonlinear

source-filter coupling theory [17], it was expected that the relation between funda-

mental frequency of vocal fold vibration and sub- and supra-glottal tracts impedances

could visibly affect tissue dynamics by either favoring or hampering the oscillation.

Verification of this hypothesis validated in part the nonlinear coupling theory and sup-

ported the description of source-filter interactions based on lumped representations

of the system. This validation was considered critical to apply acoustic coupling and

impedance concepts in inverse filtering of speech signals from chapter 6.

Numerical simulations have shown that source-filter interactions can lead to “voice

breaks”, i.e., unstable tissue motion and sudden frequency jumps referred to as bi-

furcations [17,128]. Supporting evidence that this phenomenon takes place in actual

human speech was based on the relation between the frequency where these voice

breaks occurred and the formant frequencies of the vocal tract and subglottal sys-

tem [49,128]. This evidence led to the hypothesis in this chapter that strong acoustic

coupling would introduce additional driving forces that would visibly affect the tissue

motion, phenomenon that could be observed in vivo. Bifurcations where less signifi-

cant acoustic-interaction is present were expected to exhibit visible differences in the

unstable tissue motion with respect the previous case. It was expected that these

differences would be more evident by selecting vocal exercises that maximize and

minimize the source-filter coupling. Furthermore, it was hypothesized that adding

acoustic interaction in a region where bifurcations can occur naturally (as in register

transitions regions) would facilitate their occurrence.
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4.1 Methods

The vocal exercises and classification proposed by Titze [49] were followed so

that “acoustically-induced” bifurcations could be distinguished and contrasted with

“source-induced” ones using pitch glide gestures. It is emphasized that even though

it is likely that a combination of components leading to bifurcations contributed in

all cases, it was expected that “source” or “acoustic” related factors would be more

dominant in certain cases. The adequacy of this classification is discussed at the end

of the chapter based on the results obtained.

It was desired to obtain estimates of the complete system behavior for each dy-

namic vocal task exhibiting bifurcations. Thus, simultaneous recordings describing

glottal behavior, flow aerodynamics, and acoustic pressures were obtained. A par-

ticular emphasis was put on documenting and analyzing the unstable motion of the

vocal folds by means of digital high-speed video and image processing.

4.1.1 Experimental setup

Three types of experimental configurations were used for different purposes. The

most complete configuration allowed for simultaneous measurements of laryngeal

high-speed videoendoscopy (HSV), radiated acoustic pressure (MIC), neck skin ac-

celeration (ACC), electroglottography (EGG), and oral volume velocity (OVV). This

configuration captured HSV with a flexible endoscope, which not only allowed for

aerodynamic assessment but also a normal articulation for the participant. A rep-

resentation of this configuration is illustrated in Fig. 4.1. A similar configuration

used HSV with a rigid endoscope, which provided higher image quality and spatio-

temporal resolution, but did not allow for aerodynamic assessment and limited the

degree of articulation for the participant. Synchronous measurements of ACC, EGG,

and MIC were used in this configuration. A much simpler configuration did not in-

clude HSV and was intended for screening purposes. Thus, only measurements of

ACC, EGG, and MIC were considered in this setup. All recordings were obtained in
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an acoustically-treated room at the Center for Laryngeal Surgery & Voice Rehabili-

tation at the Massachusetts General Hospital.

HSV recordings were acquired using a Phantom v7.3 high-speed video color cam-

era (Vision Research Inc.) and a Phantom v7.1 high-speed video monochromatic

camera (Vision Research Inc.). A C-mount lens adapter with adjustable focal length

(KayPENTAX) was placed between the image sensor and the corresponding endo-

scope: a 70o transoral endoscope (JEDMED) was used for rigid endoscopy and a

transnasal fiberscope (model FNL-10RP3, KayPENTAX) for flexible endoscopy. HSV

data were recorded at 4000 or 10000 images per second depending upon lighting con-

ditions with maximum integration time and a spatial resolution of 320 horizontal

x 480 vertical pixels to capture an approximately 2 cm2 target area. Images were

saved to partitions in a 4 GB on-board memory buffer and transferred to a personal

computer’s hard drive after the recordings were completed. The buffer restricted the

recording time to less than 12 seconds at the lowest desired resolution (4000 images

per second). The light source contained a short-arc Xenon lamp rated at 300 watts

(KayPENTAX). The fan-cooled housing produced a collimated beam of light with a

color temperature of over 6000 K. Three glass infrared (two dichroic, one absorbing)

filters blocked infrared light to reduce thermal energy buildup during endoscopy.

The MIC signal was recorded using a head-mounted, high-quality condenser mi-

crophone (model MKE104, Sennheiser electronic GmbH & Co. KG) with a cardioid

pattern, offering directional sensitivity and a wideband frequency response. The mi-

crophone was situated approximately 4 cm from the lips at a 45o azimuthal offset.

The microphone’s gain circuitry (model 302 Dual Microphone Preamplifier, Symetrix,

Inc.) offered a low-noise, low-distortion preconditioning.

The ACC signal was obtained using a light-weight accelerometer (model BU-7135,

Knowles) housed in a 1-inch diameter silicone disk. The accelerometer was pream-

plified with a custom-made preamplifier [36] and was attached to the suprasternal

notch (∼5 cm below the glottis) to obtain indirect estimates of the subglottal pres-

sure. This accelerometer at this location was essentially unaffected by sound radiated
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Fig. 4.1. High-speed video measurement and data acquisition system.
Flexible endoscopy through a modified CV mask is shown. Real time
data visualization is displayed for convenience of the clinician and
system operator.
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Fig. 4.2. High speed video and data acquisition system setup used
at the Laryngeal Surgery & Voice Rehabilitation Center at the Mas-
sachusetts General Hospital. Figure modified from [149].
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from the subject’s mouth (air-borne corrupting components), even with loud vocal

intention [171].

An EGG signal was used to provide estimates of glottal contact. The EGG elec-

trodes (model EL-2, Glottal Enterprises) were attached to the neck without interfer-

ing with the accelerometer placed at the suprasternal notch. The EGG electrodes

were connected to a signal conditioner (model EG2-PC, Glottal Enterprises) which

contained both gain and high-pass filter stages.

Simultaneous measurements of OVV required modifying the standard

circumferentially-vented (CV) mask (model MA-1L, Glottal Enterprises) to allow for

adequate placement of the flexible endoscope with sufficient mobility while maintain-

ing a proper seal [190]. The CV mask was also modified so it could be self-supported

around the subject’s head and could hold the OVV sensor (model PT-series, Glottal

Enterprises), an intraoral pressure (IOP) sensor (not analyzed in these experiments),

and the MIC sensor. An electronics unit (model MS-100A2, Glottal Enterprises) pro-

vided signal conditioning and gain circuitry for the OVV sensor prior to digitizing.

Fig. 4.1 displays the modified CV mask along with other sensors used during the

recordings.

Although all signals were calibrated to obtain physically meaningful units, only

normalized values are presented in this study for the sake of simplicity. All analog

signals were passed through additional signal conditioning and gain circuitry (Cyber-

Amp model 380, Danaher Corp.) with anti-aliasing low-pass filters set with a 3-dB

cutoff frequency of 30 kHz and later digitized at a 120 kHz sampling rate, 16-bit

quantization, and a ± 10 V dynamic range by a PCI digital acquisition board (6259

M series, National Instruments).

Time synchronization of the HSV data and the digitized signals was critical for

enabling correlations among them and synchronous representations. The hardware

clock division and data acquisition settings were controlled by MiDAS DA software

(Xcitex Corporation). Alignment of the HSV data and the other signals was accom-

plished by recording an analog signal from the camera that precisely indicated the
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time of the last recorded image. To compensate for the larynx-to-microphone acoustic

propagation time, the microphone signal was shifted by 600 µs (17 cm vocal tract

length plus 4 cm lip-to-microphone distance), the OVV signal by 500 µs (17 cm vocal

tract), and the ACC signal by 125 µs (5 cm distance from the glottis), all into the

past relative to the HSV data. Time delays caused by circuitry (Model MS-100A2,

Glottal Enterprises) required an additional 100 µs shift into the past for the OVV

signal.

4.1.2 Subject selection and protocol

It has been proposed that the strength of both source- and acoustically-induced

instabilities can be minimized by vocal training and repeated exposure to unstable

regions [49]. Thus, only a reduced percentage of subjects could potentially exhibit

both types of voice breaks. In addition, the proposed experimental platform consid-

ered complex vocal tasks with relatively invasive sensors employed. These conditions

imposed an additional challenge for the subjects to exhibit the desired instabilities.

The most complete experimental setup described was initially tested on eight

normal adult subjects uttering simple vocal tasks. Only three of these subjects (two

male and one female, the latter with vocal training) completed the more complex

protocol required to yield vocal instabilities. Although all three subjects exhibited

some type of vocal instability, only one male was able to consistently produce both

source-induced and acoustically-induced voice breaks that were clearly observable in

the tissue motion. The other two subjects exhibited the following behaviors: 1) the

male subject exhibited only a source-induced frequency jump, 2) the female subject

only exhibited one minor acoustically-induced instability observable as a subharmonic

in the microphone signal that was not observable at the tissue level. Thus, these two

cases were discarded to focus on a case study that more clearly illustrated both

nonlinear phenomena. The selected subject was an adult male subject with no vocal

training and no history of vocal pathology.
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Instabilities occurring when F0 was located within the bandwidth of F1 (sub or

supra) were labeled as acoustically-induced breaks, whereas those occurring when

F0 was outside of this frequency range were labeled as source-induced breaks [49].

To maximize the likelihood of these events, two different vowels were elicited at soft

loudness levels: a close front unrounded vowel /i/ (where F0-F1 crossings are more

likely to occur) and a near-open front unrounded vowel /ae/ (where F0-F1 crossings

are less likely to occur). Vowel /ae/ is produced naturally when trying to utter a

vowel /i/ while a rigid endoscope is in place. Both vowels were uttered as upward and

downward pitch glides limited by the subject’s vocal range and endoscopic procedure,

with no reference tones used.

Data collected from human subjects for this research was approved by institutional

review boards at the Massachusetts General Hospital and the Massachusetts Institute

of Technology.

4.1.3 Video and data processing

Data and video was processed to perform qualitative observations and quantitative

analysis. Six measures obtained from HSV post-processing were used. The main

considerations used in this processing are discussed in this section.

Vocal fold tissue motion was measured by tracking the medio-lateral motion of the

left and right vocal fold edges closest to the glottal midline (see Fig. 4.3). The tracked

edges collapsed the three-dimensional motion of the vocal folds that constituted the

mucosal wave to a two-dimensional space that ignored inferior-superior phase differ-

ences. Semiautomatic algorithms generated glottal contours, glottal area (Ag), digital

kymograms, and phonovibrograms to extract vibratory patterns and different glottal

measures. Digital kymograms (DKG) were obtained from three selected cross sections

representing the anterior-posterior (AP) glottal axis, as shown in Fig 4.3.

HSV-based measures depended on accurate extraction of vocal fold tissue motion

from the time-varying glottal contour. All frames were cropped and rotated such
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that the glottal midline was oriented vertically. Glottal area and glottal contours were

obtained using threshold-based edge detection. It was found that alternative methods

of image segmentation, such as texture analysis [191], watershed transformations

[192], and Canny edge detection [193] were not robust to the many variations that

occurred in the images obtained, including errant shadowing, arytenoid hooding, and

mucus reflections.

Four quantitative HSV-based measures of glottal behavior were computed before

and after the voice breaks for two selected DKGs across the AP glottal axis (middle

and posterior) where no artifacts in the edge detection were present. The four selected

HSV-measures were: open quotient (OQ; ratio between open phase duration and

period), speed quotient (SQ; ratio between opening and closing phase durations), left-

right (LR) amplitude asymmetry (AA; ratio between amplitude difference and total

amplitudes), and LR phase asymmetry (PA; ratio of the time difference between the

maximum lateral displacements of the left and right vocal folds and the open phase

duration). These measures have been used to study soft, normal, and loud voice [39],

register transitions [132], and normal and pathological cases [194–196].

Phonovibrograms (PVG) [197] are spatio-temporal plots constructed from lateral

displacement waveforms of the vocal folds. The color scheme proposed by [197] was

simplified into a grayscale representation. Empirical Orthogonal Function (EOF)

analysis was performed following the decomposition described by [120] before and

after the voice breaks. Both PVG and EOF were obtained from the glottal area

contour for each time step, encompassing no less than 30 cross sections for each

vocal fold. Two quantitative measures are extracted from the decomposition: the

relative weights and entropy measure, both calculated before and after the break for

each vowel. The relative weights of the EOF depicted the contribution of different

empirical modes of vibration and the information entropy measure (referred as Stot

following the notation from [120]) represented the spatial irregularity and broadness

of the mode distribution.



83

Fig. 4.3. Endoscopic view obtained with with (a) flexible endoscope
and (b) rigid endoscope. White horizontal lines indicate the locations
of the three selected DKGs. White vertical line indicates the glottal
midline.

Center frequencies and bandwidths of the supraglottal and subglottal resonances

were computed from the MIC and ACC signals, respectively. The covariance method

of linear prediction was used to estimate the pole distributions within the closed

phased portion of the vocal fold cycle. The closed phase was determined using the

derivative of the electroglottogram (dEEG) [140]. A 50 ms separation from the break

point was taken into account to ensure some stability in the signal.

Spectral analysis was also included to match representations used in previous

studies dealing with register changes and acoustic interaction [49, 148]. Thus, spec-

trographic analysis used a Hamming window of 30 ms duration with 8192 FFT points

and 90 % overlap for a dynamic range of 60 dB.
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4.2 Results

4.2.1 Initial screening

A summary of all vocal tasks that yielded some type of voice instability for the

subject in this case study is presented in Table 4.1. Three types of instabilities were

observed: pitch jumps, pitch fluctuations, and aphonic segments. Pitch jumps were

found to be the most frequent and the most easily repeatable instability and can

also be related to bifurcations. For those instabilities labeled with F0-F1 crossings

(sub and supra), the pitch was observed to have sudden changes before and after the

unstable zones, matching the observations in [49].

The primary interest of this investigation is on bifurcations, for which the focus is

placed on the frequency jump instabilities from Table 4.1. For vowel /ae/, bifurcations

were more easily observed in the ascending pitch glides and only one instance exhibited

a bifurcation in the descending pitch glide. Vowel /i/ exhibited the inverse pattern,

i.e., the most repeatable bifurcations were on the descending pitch glide and only

once a bifurcation was observed in the ascending glide. The average and standard

deviations for the fundamental frequency before and after the bifurcations for these

cases is summarized in Table 4.2. It can be observed that a more consistent behavior

was present on the onset of the bifurcation for both vowels and that hysteresis was

observed in both cases. This last observation is less well supported since certain

gestures needed to describe hysteresis were only observed once. The fact that the

subject was less prone to exhibit instabilities for different conditions may be associated

to his familiarity with certain gestures or an effect of the acoustic coupling.

For the subsequent analyses in this chapter, the main focus is on the gestures that

were more consistent, i.e., the descending pitch glide for vowel /i/, and ascending pitch

glide with a vowel /ae/. These two cases also allow for comparing the presence or lack

of F0-F1 crossings, regardless of the pitch glide direction. The selected HSV recordings

within these cases (denoted by ** in Table 4.1) were within the expected ranges with

respect to other experimental configurations, thus ruling out possible effects of the
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Table 4.1
Pitch glides exhibiting voice instabilities in the case study. Instances
with HSV are denoted by (*) and (**), where the latter were used for
post-processing. The labeling for F0-F1 crossings was defined when
the pitch was: within the bandwidth of the first vocal tract formant
(labeled as “supra”), the first subglottal resonance (labeled as “sub”),
or outside of them (labeled as “no”).

Vowel pitch F1 F2 F1sub F2sub F0 before F0 after voice F0-F1

glide (Hz) (Hz) (Hz) (Hz) (Hz) (Hz) break cross.

/ae/ up 697 1229 513 1427 420 399 aphonic sub

/ae/ down 654 1179 555 1406 498 456 aphonic sub

/ae/ down 647 1172 527 1484 239 130 jump no

/ae/ up 718 1208 569 1399 151 279 jump no

/ae/ up 661 1413 576 1243 172 307 jump no

/ae/* up 583 1442 491 1271 158 286 jump no

/ae/* up 619 1392 669 1541 172 314 jump no

/ae/** up 551 1343 495 1363 159 325 jump no

/i/ up 335 2491 555 1300 335 293 aphonic supra

/i/ up 357 2370 498 1335 442 420 aphonic sub

/i/ down 350 2356 477 1413 201 116 jump no

/i/ up 328 2604 491 1371 335 442 jump supra

/i/ down 286 2498 513 1447 293 158 jump supra

/i/ up 335 2398 484 1342 137 236 jump no

/i/ down 350 2342 569 1484 513 413 aphonic sub

/i/ down 321 2363 562 1420 293 165 jump supra

/i/* down 327 2254 543 1435 342 307 dip supra

/i/** down 327 2254 549 1274 305 190 jump supra
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Table 4.2
Pitch glides exhibiting bifurcations in the case study.

Vowel pitch F0 before F0 after

glide mean stdv mean stdv

(Hz) (Hz) (Hz) (Hz)

/ae/ up 164 9 304 22

/ae/ down 239 - 130 -

/i/ up 137 - 236 -

/i/ down 274 8 158 19
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CV mask and endoscope on the unstable behavior. These two recordings described

transitions between chest and falsetto registers and were analyzed in detail in the

following sections.

4.2.2 Spectrographic observations

Spectrographic and temporal representations of 500 ms around the voice breaks

for both MIC and ACC signals are presented for both vowels under consideration in

Fig. 4.4 and Fig. 4.5. It can be seen in Fig. 4.4 that vowel /i/ exhibited no transitional

changes were observable before or after the break, i.e., both signals suddenly jumped

from one vibratory pattern to another with a short, less periodic region immediately

after the break that produced inter-harmonic noise (as seen between 325 ms and

425 ms). Contrasting these observations, Fig. 4.5 shows that vowel /ae/ exhibited

a gradual change in the harmonic composition before the break, where the second

harmonic component (noted as ripple in the temporal representations) was increasing

in amplitude (as seen between 150 ms and 250 ms) up to the point of the voice break.

This harmonic component became the fundamental frequency after the bifurcation.

4.2.3 High-speed videoendoscopy sequences

A series of HSV sequences spanning a 30 ms window around the bifurcation point

is presented for each vowel. The sequence for vowel /i/ is displayed in Fig. 4.6

and has a time span of 10 ms per row. A few cycles before and after the break

are observed in the first and last row respectively, whereas the transition between

the two registers is depicted in the second row. Differences between the vibratory

patterns before and after the break were observed. Before the break, the glottis

opened and closed uniformly along the AP direction. After the break, a posterior

opening with shorter duration, higher degree of skewing and asymmetry, and reduced

amplitude was observed. In addition, the transition between these two modes had

a distinct feature toward the end of the second row, where a much larger glottal
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Fig. 4.4. Downward pitch glide for vowel /i/ using the flexible en-
doscopy setup: a) normalized microphone signal, b) microphone spec-
trogram, c) normalized accelerometer signal, d) accelerometer spec-
trogram.

hp]
Fig. 4.5. Upward pitch glide for vowel /ae/ using using the rigid en-
doscopy setup: a) normalized microphone signal, b) microphone spec-
trogram, c) normalized accelerometer signal, d) accelerometer spec-
trogram.
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excursion was observed right before the beginning of the chest register. This event

appeared consistent with previous observations from Fig. 4.4, where the transition

between registers was abrupt. Furthermore, the interval between this marked pulse

and the one before exhibited incomplete closure with phase asymmetry in the lateral

displacement observed as parallel LR tissue motion.

The HSV sequence for vowel /ae/ is presented in Fig. 4.7, displaying 10 ms per

row. A few cycles before and after the break are shown in the first and last row, and

the transition between them is depicted in the second row. In contrast with vowel

/i/, no significant differences between the vibratory patterns were observed before

and after the break. The glottis did not exhibit AP differences in excursion, opening,

or closing times. In addition, a smooth transition was observed between the two

registers, matching the observations from the MIC and ACC signals for this vowel.

HSV recordings by the same subject during modal speech and sustained pitch

exhibited similar differences in the AP direction between the same two vowels. Thus,

the more complex behavior observed for vowel /i/ in chest register may be introduced

by either differences in laryngeal configuration or by acoustic coupling effects due to

the much lower first formant present in that case.

In addition, direct observation of the complete laryngeal view in the HSV depicted

a clear displacement of the arytenoid cartilage before and after the voice break in vowel

/ae/, movement that was not observed for vowel /i/.

4.2.4 Synchronous spatio-temporal observations

Fig. 4.8 presents the set of synchronous plots for vowel /i/. As in Fig. 4.4, a clear

difference was observed in the signal structure for the MIC and ACC signals before

and after the break (occurring at around 70 ms). The dEGG signal was weak before

the break, nonexistent during it, and very strong after it. This indicated the nature of

the collision forces at the glottis and the lack of contact during the break. In addition,

multiple contact points were observed during the beginning of the closed phase during
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Fig. 4.6. Snapshot sequence of voice break for vowel /i/. Time is
represented from left to right and spans 10 ms per row with a 250
µs period between subsequent frames. Laryngeal view is cropped for
viewing purposes.

Fig. 4.7. Snapshot sequence of voice break for vowel /ae/. Time is
represented from left to right and spans 10 ms per row with a 400
µs period between subsequent frames. Laryngeal view is cropped for
viewing purposes.
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the 50 ms following the break. This pattern was correlated with the high-frequency

ripples observed in the MIC and OVV signals at the same time. Since no mucus was

observed in the HSV, this high-frequency behavior was suspected to be product of

the tissue motion in that region. The no-contact region observed in the dEGG was

also observed as a clear DC drift in the OVV signal in the same region. The glottal

area waveform (Ag) illustrated that the frequency changed after the break, as well as

the area properties of shape, skewing, and closed and open phase durations.

The DKGs from Fig. 4.8, exhibited significant changes in the oscillatory behavior

before and after the break, as well as in the AP direction. Before the break, all three

DKGs exhibited excursions of comparable amplitudes with an opening time similar

to the closing time. However, after the break, the DKGs had different lateral dis-

placement amplitudes and shapes. The posterior DKG differed from the other two

DKGs in that its lateral displacement waveforms had a round shape with smaller

amplitude. The anterior and middle DKGs had longer opening and shorter closing

portions, which explained the skewing of Ag. In addition, the break portion consis-

tently exhibited incomplete closure and LR phase asymmetry (parallel wall motion),

which yielded a large peak in Ag.

The PVG in Fig. 4.8 further elucidated the differences before and after the break

in the vibratory patterns of the vocal folds. Before the break, symmetric behavior was

observed between the left and right vocal folds and along the AP direction, where the

entire glottal edge opened simultaneously. The break exhibited LR asymmetries and

a constant opening that ended in an abrupt closure around 75 ms. After this point, an

AP difference was observed in the oscillation, where the anterior ends exhibited most

of the lateral excursion. The slightly skewed pulses indicated that glottal opening and

closure did not occur at the same time along the AP axis. In addition, the regions

with maximal excursion (brighter regions) deviated toward the right (in time) with

respect to the pulses before the break. This tissue motion indicated abrupt glottal

closure that produced the skewing of the glottal area waveform and was hypothesized

to yield the high-frequency ripples observed in MIC and OVV signals after the break.
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Fig. 4.8. Synchronous representation for vowel /i/: a) microphone, b)
accelerometer, c) derivative of electroglottograph, d) oral volume ve-
locity, e) glottal area, f) anterior, middle, and posterior kymograms,
g) phonovibrogram. All signals normalized. The normalized phonovi-
brogram grayscale indicates maximum amplitude in white.
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Fig. 4.9. Synchronous representation for vowel /ae/: a) microphone,
b) accelerometer, c) derivative of electroglottograph, d) glottal area, e)
anterior, middle, and posterior kymograms, f) phonovibrogram. All
signals normalized. The phonovibrogram grayscale indicates maxi-
mum amplitude in white.
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A different scenario is observed for the synchronous plots of vowel /ae/ in Fig. 4.9.

The MIC and ACC signals exhibited a more stable behavior before and after the

break, and a much smoother transition between the two registers. Similar type of

transitions were observed by [132] for source-induced register jumps. As expected, the

dEGG indicated that the contact in the chest register was stronger than in the falsetto

register. The glottal area waveform illustrated how a higher harmonic component was

increasingly appearing during the break, joining both oscillatory regimes smoothly.

The spatio-temporal plots in Fig. 4.9 show a much simpler structure compared

with vowel /i/, exhibiting AP uniformity and LR symmetry before and after the break.

Both DKGs and PVG illustrated that an additional harmonic pulse was smoothly

introduced before the voice break, anticipating the second vibratory pattern. This

claim disregarded the mucus that distorted the edge detection of the left vocal fold

(see Fig. 4.7), primarily in the anterior DKG. However, the edge detection of the right

vocal fold was less prone to these artifacts and was thus preferred in the analysis.

4.2.5 High-speed videoendoscopy based measures

Table 4.3 presents the four selected HSV-based measures of glottal behavior, each

one computed for the chest and falsetto registers and both vowels.

A reduction in OQ in the chest register was observed for both vowels as the

closed portion gets larger in this case. This expected behavior is in agreement with

[132]. Even though comparable differences were observed in OQ for both vowels and

registers, a shorter OQ was obtained in the chest registers in the posterior end of

vowel /i/, illustrating the different AP behavior between the two vowels.

Similarly, a SQ increases due to the reduction of the closing phase (i.e., glottal

area skewing to the right). A greater change in the SQ was observed for vowel /i/

in the chest register. AP differences are shown in this vowel since the posterior end

had a more symmetric shape (SQ closer to 100 %). Vowel /ae/ shown less significant

changes and rather maintains its SQ for both registers. This is due to the minor
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Table 4.3
HSV measures taken from two DKGs representing middle and poste-
rior tissue motion during chest and falsetto registers.
Index notation: (f)= falsetto register, (c)= chest register

Vowel /i/ Vowel /ae/

HSV-based measures middle posterior middle posterior

from AP DKGs Symbol mean ±stdv mean ± stdv mean ± stdv mean ± stdv

(%) (%) (%) (%)

Open quotient (f) OQf 83.3 ± 2.9 61.3 ± 2.2 91.0 ± 1.7 78.0 ± 3.7

Open quotient (c) OQc 53.1 ± 5.3 35.3 ± 15.5 71.8 ± 1.8 54.5 ± 0.6

Speed quotient (f) SQf 84.0 ± 11.3 53.9 ± 16.7 66.3 ± 6.1 58.0 ± 7.1

Speed quotient (c) SQc 189.9 ± 40.7 119.6 ± 59.9 93.8 ± 8.8 48.9 ± 4.9

Amplitude asymmetry (f) AAf 10.1 ± 7.4 18.3 ± 6.3 2.7 ± 2.8 7.1 ± 4.1

Amplitude asymmetry (c) AAc -4.0 ± 6.2 -7.6 ± 18.8 -19.2 ± 7.0 -22.7 ± 6.4

Phase asymmetry (f) PAf 14.0 ± 2.2 14.3 ± 2.8 3.5 ± 1.8 0.8 ± 0.9

Phase asymmetry (c) PAc 6.8 ± 3.6 5.0 ± 2.5 0.4 ± 0.6 4.5 ± 1.7
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changes that the glottal area waveform and DKGs exhibited between the two registers

for this vowel.

The asymmetry measures (AA and PA) were useful to identify differences between

LR sides that were not obvious by simple observation of the spatio-temporal plots.

Both measures of LR asymmetry were within the normal range for both vowels before

and after the break of 14.9 % for the magnitude of PA and 15.8 % for the magnitude of

AA, both obtained from the middle DKG [196]. Comparable changes in polarity were

observed in AA in both vowels between registers, indicating that the left vocal fold

had a larger displacement in the falsetto register. Differences between the registers

were more noticeable in the posterior DKGs in both vowels, although larger AP

differences were observed for vowel /i/. In addition, PA was uniformly low along the

AP direction and also exhibited larger changes for vowel /i/.

4.2.6 Empirical Orthogonal Function decomposition

The spatio-temporal plots of each vowel were divided between falsetto and chest

registers and separated by left and right vocal folds for the EOF analysis. Any

possible artifact (e.g., mucus or edge detection artifacts) was disregarded to improve

the estimates of the mode decomposition. The portions that are analyzed in this

section are illustrated in Fig. 4.10 for vowel /i/ and Fig. 4.11 for vowel /ae/.

The most dominant EOF weights for the two vowels, for each register and sepa-

rated by left and right vocal folds are shown in Fig. 4.12. The decomposition showed

that the first modes of dominated the pattern of vibration in all cases. However,

vowel /i/ had a slower decay and broader distribution, thus needing more modes of

vibration to decompose the oscillatory patterns. A broader weight distribution was

observed in the chest register of vowel /i/ compared with the chest register of vowel

/ae/. In addition, an apparent increase in the distribution broadness was noted after

the voice break in vowel /i/.
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Fig. 4.10. Selected portions of spatio-temporal plots for EOF analysis
for falsetto and chest register for vowel /i/.
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Fig. 4.12. First 21 values of the relative EOF weights for the two
vowels before and after the break. First and second rows indicate left
and right vocal fold, respectively.
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To better describe the EOF weight relations, the cumulative sum of the first

few most dominant relative EOF weights is presented in Table 4.4. As suggested

by [120], when the total cumulative surpasses 97%, a sufficient precision is obtained

in the reconstruction of the vibratory pattern. The values above this threshold are

highlighted in Table 4.4 to emphasize the number of modes needed in each case.

This analysis shows the same trends observed in Fig. 4.12. Furthermore, it is

noted that vowel /ae/ has a behavior that fits with the distribution of EOF weights

for normal cases reported in previous studies [120], where the first two modes capture

most of the vocal fold dynamics. On the other hand, a larger number of modes where

needed to compose the patterns of vibration for vowel /i/, particularly for the chest

register, where more than five modes are needed to meet the 97% threshold. This

behavior is expected to be a consequence of the AP asymmetry and more irregular

tissue vibration observed before and after the acoustically-induced break observed for

vowel /i/. These observations help to quantify previous observation on the complexity

of the acoustically-induced case.

4.3 Discussion

The aim of these experiments was to compare voice breaks occurring with and

without F0-F1 crossings. A comprehensive set of measurements was performed as a

case study of an adult male with no history of vocal pathology. The subject exhibited

consistent behavior for two desired vocal gestures: a descending pitch glide of a vowel

/i/ and an ascending pitch glide of a vowel /ae/. Given that for vowel /i/ there was

a clear F0-F1 (vocal tract) crossing, such a break was labeled as acoustically induced,

whereas that of vowel /ae/ with no F0-F1 crossing was considered source induced.

The most consistent unstable behavior for the vowel gestures was found to be during

jumps in the fundamental frequency that were associated with register transitions.

The initial observations indicated that the source-induced case had observable

arytenoid displacement that can be associated with active tension control, contrasting
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Table 4.4
Cumulative sum of the first five relative EOF weights for each vowel
both before and after the voice breaks. Values above a 97% threshold
are underlined to define the number of modes needed for the recon-
struction.

Vowel /i/ Vowel /ae/

EOF left vocal fold right vocal fold left vocal fold right vocal fold

index falsetto chest falsetto chest falsetto chest falsetto chest

(%) (%) (%) (%) (%) (%) (%) (%)

1 91.4 91.6 93.6 90.4 95.8 96.7 96.3 96.6

2 96.6 95.0 95.9 95.7 97.7 98.4 98.0 98.2

3 97.5 96.4 97.1 96.9 98.4 98.8 98.6 99.1

4 97.8 97.2 97.7 97.7 98.8 99.1 98.8 99.2

5 98.1 97.7 98.1 98.1 99.1 99.3 99.0 99.3

Stot 0.19 0.21 0.17 0.21 0.11 0.09 0.11 0.09
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the acoustically-induced case where no significant arytenoid movement was observed.

Transitional changes were observable before the break for the source-induced case,

contrasting the acoustically-induced case where the signals suddenly jumped from

one register to another with no observable transitions.

These results link the source-induced case with gradual changes in vocal fold

tension, which is in agreement with previous studies where smooth changes in tension

triggered jumps to a higher mode of vibration, particularly when the oscillation was

near coexisting limit cycles [103, 123, 124, 129, 130]. Thus, voice breaks occurring at

non F0-F1 crossings appeared to better match these source-induced factors and not a

destructive interference with sub-harmonic ratios of the subglottal resonances [62,81].

Observable differences at the tissue level can be seen when comparing the

acoustically-induced and source-induced breaks. Different analyses showed differences

in the tissue motion before and after the voice breaks. Asymmetries between the vo-

cal folds were only present shortly before the breaks, particularly in the acoustically-

induced case, where phase asymmetry was observed as parallel lateral motion that was

followed by a strong and abrupt closure. In contrast, the source-induced break showed

a relatively smoother transition between registers and matched the general behavior

observed in [132]. The source-induced break had a more symmetric behavior before

and after the break, in contrast with the acoustically-induced case, where anterior-

posterior differences were evident. However, it is unclear if these anterior-posterior

differences were introduced by the coupling effect or by a particular laryngeal config-

uration. It is possible that these anterior-posterior differences are associated to the

laryngeal configuration for vowel /i/, but were suppressed by the stronger source-filter

coupling before the bifurcation. Further research is needed to verify this explanation.

The differences observed between cases labeled as source-induced and acoustically-

induced bifurcations support the hypothesis that acoustic coupling can introduce

visual differences in tissue motion. The presence of strong acoustic coupling does ap-

pear to facilitate register transitions, as the frequency jumps occurred earlier (i.e., at

higher frequencies during descending pitch glide and vice versa) when strong coupling
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was present. Further investigations with a larger pool of subjects are needed to bet-

ter support these findings. Nevertheless, these initial observations support nonlinear

source-filter coupling theory [17] and its principles where the acoustic coupling was

described based on impedance representations.

The results of these experiments are consistent with the use of F0-F1 crossings

to label bifurcations as “source-induced” and “acoustically-induced”, as proposed by

Titze [49]. Further investigations will need to test the robustness of this classification

since in many instances bifurcations can be observed in ranges where it difficult to

establish if they occurred within the formant bandwidth. An alternative classifica-

tion scheme might be obtained by investigating the hysteresis of the bifurcation and

utilizing the distinction between supercritical Hopf bifurcations (smooth transitions)

and subcritical Hopf bifurcations (amplitude jumps with hysteresis) [128]. The results

of the experiments in this chapter illustrate that both designated “source-induced”

and “acoustically-induced” cases exhibited hysteresis and some degree of amplitude

differences before and after the breaks, for they would classify as subcritical Hopf bi-

furcations. This finding is in agreement with previous numerical simulations with and

without acoustic interaction [128]. However, it is important to note that a rigorous

analysis of the hysteresis was not possible in our experiments since the subject tended

to exhibit bifurcations in only one of the pitch glide directions for each vowel. This

behavior may be related to the subject’s ability to compensate the instabilities in one

direction more than in other for certain vowels, a laryngeal configuration that affects

the bifurcation for each vowel, the effects of the source-filter coupling, or a combi-

nation of these factors. This tendency was also observed in some cases in previous

studies [49]. Furthermore, the “source-induced” case presented a smoother transition,

which would have suggested the presence of a supercritical Hopf bifurcations if no hys-

teresis was present. Thus, it appears difficult to attain a controlled hysteresis analysis

in human subjects recordings that involve bifurcations during pitch glides and differ-

ent vowels. Indeed, this may make difficult the use of sub- and supra-critical Hopf

bifurcation classification in some cases. In summary, further investigations will need
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to evaluate the most adequate classification scheme for the added effect of source-filter

coupling in voice bifurcations.

It is noteworthy to comment on the difficulties associated with the subject recruit-

ment in these experiments. As noted by [49], only a reduced percentage of the subjects

were able to achieve the desired voice breaks, even for a simple scheme that did not

include endoscopy. This finding, along with the more complex experimental setup

conditions (including the need to attain full glottal exposure) imposed a challenge

for the subjects to accomplish the vocal tasks and exhibit the desired instabilities.

Similar challenges were observed in [148], in which only a single untrained subject was

able to accomplish the desired task. Low yield in subject pools appear to be intrin-

sic to experiments where participants are expected to produce complex vocal tasks

with relatively invasive sensors employed. Although expanding the current efforts on

the effects of acoustic coupling on tissue dynamics is planned, subject recruitment

is expected to continue being a practical limitation. This issue also questions the

applicability of pitch glide maneuvers as part of routine clinical assessment of vocal

function, at least when it includes simultaneous observations of laryngeal dynamics.

4.4 Conclusions

This chapter introduced a comprehensive analysis of vocal fold tissue motion and

related measurements during acoustically-induced and source-induced unstable os-

cillations, aiming to further explore the theory of nonlinear coupling in phonation

proposed by [17]. Simultaneous recordings were used, including flexible and rigid

laryngeal high-speed videoendoscopy, skin acceleration, oral volume velocity, elec-

troglottography, and radiated acoustic pressure for different vocal gestures. Insta-

bilities were labeled as acoustically-induced when F0-F1 crossings where observed,

and conversely, source-induced when not. The high-speed video recordings analyzed

in this paper are believed to be the first fully documented in vivo visualizations of

acoustically-induced instabilities.
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The results of this chapter showed that differences can be observed between the

two types of voice instabilities through laryngeal high-speed videoendoscopy. At the

tissue level, acoustically-induced vocal fold instabilities appeared to be more abrupt,

exhibited left-right phase asymmetry observed as parallel wall motion, and yielded

anterior-posterior differences after the break. Source-induced instabilities showed a

smoother transition between oscillatory modes. It appears that acoustic coupling

affects the tissue motion before the break, suppressing anterior-posterior differences

that are associated to the laryngeal configuration. The results also suggest that strong

acoustic interaction can facilitate register transitions by adding an additional acoustic

loading effect near transitional zones. Both types of breaks exhibited hysteresis and

some degree of amplitude changes after the breaks which would link them to subcriti-

cal Hopf bifurcations. However, a rigorous hysteresis analysis was not possible as the

subject tended to exhibit voice breaks in one of the pitch glide directions more than

the other. Nevertheless, these results are in agreement with previous studies and sup-

port nonlinear source-filter coupling theory and descriptions of acoustic coupling in

term of lumped impedances. Future numerical and experimental studies are needed

to corroborate the observations in this case study.

The effect of the tract impedances on glottal phonatory stability deserves further

attention. These tract effects could be even more significant in pathological voices. A

strong understanding of the underlying three way interactions between flow, tissue,

and sound is key for the further development of related vocal diagnosis, training, and

treatment.



105

5. BIOSENSING CONSIDERATIONS FOR SKIN

SURFACE ACCELERATION MEASUREMENTS

In order to implement an inverse filtering technique that makes use of neck surface

acceleration to retrieve glottal airflow, a careful inspection of biosensing associated

with recordings of skin surface vibration is needed. This chapter describes methods,

results, and discussion of two properties of interest in bioacoustic sensors used on the

skin surface: tissue-borne and air-borne sensitivities. Technical specifications from

such sensors are expected to change when placed on human skin, and background

noise can corrupt recordings made with them. Thus, the sensitivity of commonly

used bioacoustic sensors to air-borne sounds was evaluated and compared with their

sensitivity to tissue-borne body sounds. To delineate the sensitivity to each pathway,

the sensors were first tested in vitro and then on human subjects. These sensitivities

and their relationships are expected to define the adequacy of bioacoustic sensors

for the desired inverse filtering application. The results supported the selection of

a specific bioacoustic sensor for further investigations. Additional insights to those

reported in [171] are provided.

5.1 Methods

The sensitivity of three commonly used bioacoustic sensors to air-borne sounds

was evaluated and compared with their sensitivity to tissue-borne body sounds. The

selected sensors were an air-coupled microphone (Sony ECM-77B), a light-weight ac-

celerometer (Siemens EMT25C) and a very light-weight accelerometer (Knowles BU-

7135). Herein these sensors will be referred to as air-coupled microphone, Siemens,

and Knowles. The sensors were amplified with a fixed gain using a Mackie mixer
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1604-VLZ for the air-coupled microphone and two custom made pre-amplifiers based

on [35] and [174] for the accelerometers. The total sensors weight including cable and

coating was 6.3 g for the air-coupled microphone, 15.8 g for the Siemens, and 0.8 g for

the Knowles. These sensors have been used in a large number of applications related

to the skin surface measurements of lung, cardiac and voiced sounds (see for exam-

ple [37,38,170,198]. Additional sensors such as a Polytec laser vibrometer (OFV3000

and OFV511), a B&K hand-held analyzer (Type 2250), a B&K microphone (Type

4191), and PCB accelerometer (A353B17 and 483BO8) were used as reference sen-

sors at different points in this study. Two different testing schemes were required

to evaluate the air-borne and tissue-borne sensitivities separately. The methods and

materials required for each scheme are described in the following subsections.

(a) (b) (c)

Fig. 5.1. Bioacoustic sensors under evaluation: (a) Air-coupled mi-
crophone Sony ECM-77B, (b) Knowles accelerometer BU-7135, (c)
Siemens accelerometer EMT25C.

5.1.1 Tissue-borne sensitivity experiments

The procedure to evaluate the tissue-borne sensitivity of the sensors was achieved

based on previous studies [169, 170]. The notion of a Bioacoustic Transducer Tester

(BATT) was further explored and used to quantify tissue-borne sensitivity. A BATT

is an acoustic enclosure that only allows radiation of sound through a compliant
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artificial compound (Akton of 1/4”) that resembles human skin. The original BATT

(herein referred to as BATT 1.0) was contrasted with two larger platforms (referred

to as BATT 2.0 and 2.1). These new BATT designs are scaled versions (2:1 and 4:1

respectively) of the original BATT 1.0, with larger inner loudspeakers (3” and 6” of

diameter respectively). For further details on the BATT design see [169,170]. Larger

testing platforms were observed to be better suited to excite low frequencies and

allowed the effect of coverings that surround the sensor (e.g., a passive ear protector

covering an air-coupled microphone) to be evaluated. Note that for the amplitude of

vibration used in this study, the BATTs can also radiate air-borne sound. However,

the radiated sound was found to be at least 25 dB(A) below the level estimated for

voiced sounds, and thus it was not expected to affect or corrupt the tissue-borne

measurements.

The BATTs were excited with both voiced sounds and broadband pink noise,

while the sensors were attached to the test surface of the BATTs using double sided

tape (3M 2181). An amplifier (Denon PMA-920) was used to drive the loudspeaker.

A pre-whitening scheme was used to compensate for the overall transfer function of

each BATT. This scheme is based on established principles [172], assuring that the

BATT test surface vibrates with a flat response (in a logarithmic scale since it based

on pink noise) between 80 Hz and 8 kHz with a 2dB deviation between neighbor-

ing 1/3 octave bands. This approach was convenient since it was set to match the

criteria later used to calibrate the frequency response of air-borne components. The

pre-whitening was performed using pink noise and a 1/3 octave equalizer (Behringer

DEQ2496) and a reference sensor located on the center of the test surface. The man-

ufacturer specifications for transverse shock sensitivity of very light-weight sensors

are not expected to vary when placed on a more compliant surface such as that of

the BATTs (1/4” of Akton, see [169, 170] for more details). Based on this principle

and given its miniature size (∼6x8x2 mm), very light weight, and flat and extended

frequency response (2Hz-6kHz within 5dB), the Knowles accelerometer was selected

as reference sensor for this calibration. It will be shown later in this paper that this
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sensor was also the least sensitive to air-borne sounds, which reaffirms its selection

as reference sensor in this case. The amplitude of vibration of the BATT test plat-

forms was adjusted to resemble as closely as possible that of the skin vibration at the

sternal notch (a.k.a. jugular notch) during normal speech production of sustained

vowels. This amplitude calibration was performed using the reference sensor after

the aforementioned pre-whitening scheme.

All signals were filtered with an 8 pole Butterworth low-pass filter (Krohn-Hite

3384) and digitalized using a 16-bits data acquisition system (NI BNC-210) with

a 96 kHz sampling frequency. Data post-processing was performed using one-third

octave band analysis according to [199]. Note also that the logarithmic nature of this

representation allows for a more clear appreciation of low frequency phenomena.

All measurements were performed inside a sound proof chamber model (IAC

102871). The background noise was measured according to [200] using a B&K hand-

held analyzer (Type 2250) obtaining an equivalent sound pressure level (Leq Slow) of

20.9 dB(A) or equivalently 74.1 dB(Z) (the Z notation was introduced by B&K and

incorporates no weighting factor between 12Hz and 20kHz).
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Fig. 5.2. Bioacoustic Transducer Tester (BATT) and laser vibrometer
setup for the tissue-borne sensitivity experiments
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5.1.2 Air-borne sensitivity experiments

The air-borne sensitivity of bioacoustic sensors is a function of the material prop-

erties of the surface where they are attached. For the case of sensors placed on human

skin, the body structure and skin compliance will create a combination that is not

easily reproducible by artificial skin and mounting conditions. Even though certain

artificial compounds (e.g., 1/4” of Akton) have been shown to have an acoustically

comparable behavior with that of human skin [169,169], the human body will provide

a large and unique mounting configuration that is not well represented by the com-

pounds themselves. Such mounting configuration is critical during the evaluation of

the sensor’s air-borne sensitivity since it dictates the extent of acoustic energy that

is conveyed into transverse vibration of the test bed. Some artificial configurations

can facilitate this transmission, thus distorting the air-borne sensitivity experiments.

This phenomenon was evident in preliminary in vitro tests, illustrating the difficulties

associated with the design of artificial conditions that accurately mimic the skin/body

mounting conditions for the sensors. The differences between artificial and human

skin mounting conditions on the air-borne sensitivity are discussed in the results

section.

On the other hand, the variability given by different human subjects is expected

to be small. This assumption is given by the fact that during the recordings each

subject remains still in a controlled position without uttering speech and holding

his/her breath at functional residual capacity. Therefore, factors such as height,

weight (thus Body Mass Index or BMI) and body structure are expected to have a

minor effect on the local mounting conditions of the sensor. Given the low expected

variations across subjects, the air-borne sensitivity of the bioacoustic sensor was tested

using five human subjects. The actual subject variability is discussed in the results

section. A relatively large set of measurements was first performed using one healthy

young male reference subject, and a selected set of tests were performed using the

additional subjects (two healthy young males and two healthy young females). All
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subjects were in the 20-30 age range with BMI observed between 23.2 and 26.2. The

sensors were attached to the skin surfaces using double sided tape (3M 2181) on three

selected locations on the subject’s body as illustrated in Fig. 5.3. These locations are

in accordance with the aforementioned applications of skin surface measurements.

Fig. 5.3. Location of the sensors for the air-borne sensitivity tests in
human subjects. (1): second intercostal space over the anterior right
upper lobe of the lung, (2): the suprasternal notch, (3): posterior
right upper lobe of the lung

The protocol used during these measurements is based on the principles estab-

lished in [173] and [201], where a loudspeaker (Mackie HR 824) was placed 26” from

the anterior chest to achieve high levels of acoustic pressure (60 dB over the noise

floor). The background noise conditions were the same as previously described, for

which an equivalent sound pressure level (SPL) of 100 dB(A), or equivalently 105

dB(Z), was used. Although this level provides sufficient signal-to-noise ratio (SNR)

to minimize the effects of background noise, it is not associated with normal speech

levels. Measurements of sound pressure levels during speech production are discussed

in details in [37, 202]. These studies showed that typical SPL measurements at 30

cm from the mouth are generally 65 dB(Z) for soft voice, 75 dB(Z) for normal voice,

and 85 dB(Z) for loud voice, all with an approximate ± 5 dB deviation for most

of the cases. Observations made in our laboratory suggest that the SPL measured
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at 30 cm from the mouth compared with near-skin locations is ∼1 dB(Z) lower for

the sternal notch, ∼3 dB(Z) lower for the anterior right upper lobe, and ∼12 dB(Z)

lower for the posterior left upper lobe. Previously, the amplitude calibration for the

tissue-borne sensitivity was obtained when the reference subject uttered a sequence of

sustained vowels at normal/loud loudness, observing a level of 86.6 dB(Z), or equiv-

alently 81.7 dB(A), at 30 cm from the mouth. Therefore, it was considered that the

SPL surrounding the sternal notch was approximately 85 dB(Z), for which the levels

associated to air-borne sensitivities were adjusted to match this value. Consequently,

broadband pink noise was presented at two intensities, 105 dB(Z) and 85 dB(Z), to

allow a large SNR and match speech levels, respectively. In addition, the air-borne

sensitivity of the sensors to voiced sounds was evaluated with a calibrated level of 85

dB(Z) during the protocol.

The coloring effect of the room resonances was compensated for using a pre-

whitening scheme. This compensation was performed using the 1/3 octave equalizer

(Behringer DEQ2496) and a near-skin microphone as reference. Such near-skin mi-

crophone was selected to assure that the calibration was performed as closely as

possible to the sensor location. For this purpose, a Sony ECM-77B was attached to

the skin using double sided tape and a small plastic stand, in order to make it face

the loudspeaker and keep a distance of 1” from the skin. This approach was based

on [173,200] and assures that the sound field surrounding the skin sensors have a flat

response between 80 Hz and 8 kHz 1/3 octave bands with a 2dB deviation between

neighboring bands. This procedure was repeated for each subject to account for

possible variations of the sound field due to individual body differences. The signal

conditioning, digitalization, post processing and analysis was performed as described

in the previous section.
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5.1.3 Relationship between sensitivities

The air-borne and tissue-borne sensitivities of biacoustic sensors are functions of

the specific gains that the corresponding preamplifiers provide. In many cases, these

gains are variable and defined by the user. However, the relationship between these

two types of sensitivities remains constant independently of the gain. The only non-

linearity in this relationship is a result of the noise floor and distortion point of each

sensor (normally referred to as the headroom). To generalize the results of this study,

the concept of tissue-to-air ratio (TAR) is introduced. This relationship is considered

similar to a signal-to-noise ratio (SNR), where the “noise” term is associated to the

air-borne component and the “signal” is associated with the tissue-borne one. The

TAR can be represented as a frequency dependent plot given by the difference (in dB)

between the tissue-borne sensitivity and the air-borne sensitivity. In this study, the

TAR is primarily associated with sensitivities to voiced sounds at the sternal notch,

i.e., the amplitudes of skin vibration and sound pressure were set to resemble those

observed during speech at that location. The translation of these sensitivity and TAR

curves for other applications (e.g., lung sounds) is discussed in the application notes

section.

In addition, several variables that could affect the tissue-borne and air-borne sensi-

tivities of the sensors were investigated. These variables include the effects of subject

variability, sensor location on the body, sensor attachment, passive covering of a sen-

sor, and applied pressure on the skin surrounding the sensor. For simplicity, each

passive protector or cover (e.g., earmuffs, PVC caps) is referred to as a BioAcous-

tic Insulator (BAI). From an initial set of ten BAIs, three were selected via initial

screening as having the most attenuation. These were two earmuffs with ratings NRR

30 and NRR 33, and a 3” diameter PVC cap. These BAIs were modified by adher-

ing additional circumferential cushioning and acoustic filling material (acousta-stuff).

These conditions showed the highest performance for the selected BAIs. Each BAI
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was evaluated using three different cover attachment forces: No force, medium force

(∼10N), and strong force (∼30N).

5.2 Results

The tissue-borne and air-borne sensitivities are presented in solid and dotted lines

respectively for each sensor in Fig. 5.4-a. The results for air-borne sensitivity were ob-

tained based on the mean values of all subjects measured at position 1 in Fig. 5.3. The

difference between the two sensitivity curves is the TAR relation, which is presented

for each sensor in Fig. 5.4-b. Based on these results, the Knowles accelerometer shows

a higher TAR curve, only superseded by the Siemens accelerometer for frequencies

below 300 Hz. The air-coupled microphone was shown to have the smallest TAR

curve, i.e., it is easily corrupted by air-borne transmitted signals when attached to

the skin. This is a result of the high sensitivity of the air-coupled microphone to both

tissue-borne and air-borne sounds.

Comparisons between tissue-borne sensitivity and transverse vibration sensitivity

(included in the sensor technical specifications) are possible, although deviations are

expected given the differences between the testing conditions. The primary differ-

ence between the two types of sensitivities is observed in low frequencies, where the

compliance of the artificial compound can alter the response of the sensor. This is

more noticeable for more massive sensors, such as the Siemens accelerometer, where

a stronger response below 250 Hz is observed in the tissue-borne sensitivity. Higher

frequencies show the same essential behavior in the response of the sensor (4 dB

variations up to 1.25 kHz, where it shows a -15dB per octave roll-off). Variations

between tissue-borne and transverse sensitivity are expected to be less significant for

the Knowles accelerometer due to its relatively light weight. No comparisons of this

type can be made for the air-coupled microphone, since no specifications of transverse

sensitivity are available for this sensor. In addition, no comparisons with previous

studies or technical datasheets can be performed for the air-borne sensitivity (doted
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Fig. 5.4. Tissue-borne and air-borne sensitivities of each sensor us-
ing pink noise source. Mean air-borne sensitivity values observed
on position 1 in Fig. 5.3. (a) Tissue-borne and air-borne sensitivi-
ties are represented by solid lines and dotted lines, respectively. Air-
coupled microphone: ∗, Siemens EMT25C: ⋄, Knowles BU-7135: �.
(b) Tissue-borne to Air-borne Ratio (TAR) for each sensor based on
se sensitivity curves. Air-coupled microphone: ∗, Siemens EMT25C:
⋄, Knowles BU-7135: �.

lines in Fig. 5.4-a) of the evaluated sensors since this type of response is typically

neglected or not provided.

On the other hand, previous studies [169,170] reported the tissue-borne sensitivity

of the air-coupled microphone and Siemens accelerometer (same make and model).

The tissue-borne sensitivities plotted as solid lines in Fig. 5.4-a are in agreement with

the reported data, showing only minor differences in the relative amplitudes of the

peaks around 125-200 Hz and 1000-1250Hz. These differences are expected to be

given by the different calibration schemes. Not incorporated in previous studies, the

compensation for the BATT transfer function on the surface allows a flat broadband

excitation on the Akton. Therefore, it is believed that the current results minimize

non-desired effects introduced by the testing platform and better describe the tissue-

borne response of the sensors.
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5.2.1 Acoustic protection of sensors with BAIs

Results showing the air-borne sensitivity of each sensor after protecting them

with the BAIs are presented in Fig. 5.5. The ability of the BAIs to reduce their

air-borne sensitivity depends upon each sensor. For the air-coupled microphone the

BAIs exhibit the best results, being able to significantly reduce its effective air-borne

sensitivity. Among the three BAIs, the PVC 3” cap yielded the most noise protection.

It should be noted that for both accelerometers, the BAIs can either reduce or am-

plify particular frequency components. This observation makes the BAIs generally

less suitable for air-borne protection in accelerometers. However, if low frequency

amplification is desired or at least acceptable for a particular application, their usage

could be justified.

The presence of a BAI could potentially affect the tissue-borne sensitivity of the

sensors. Tests performed in the BATT 2.0 and 2.1 showed that for accelerometers

(Siemens and Knowles) the presence of the BAIs did not affect the measured spectra,

whereas for the air-coupled microphone a reduction in the sensitivity of low frequen-

cies was observed (-10dB below 315Hz). This effect was proportional to the applied

force. Contrasting these observations, measurements of ”background body noise”

on human subjects (i.e., heart sounds) were amplified at low frequencies due to the

presence of the BAIs, with this effect again proportional with the applied force for

all sensors. This is illustrated in Fig. 5.6, where the presence of the 3” diameter

PVC cap with medium force raised the noise floor of the air-coupled microphone, as

noted in the average observed in position 1 from Fig. 5.3. These differences observed

between BATTs and human subjects are attributed to the fact that the BATTs do

not represent the changes observed in the chest wall when force is applied. In other

words, the BATTs do not account for the musculoskeletal structures that will affect

the transmission of body sound when pressure is applied in the skin surface.

In all, the changes introduced by the BAIs were shown to be favorable only for the

air-coupled microphone. Therefore, sensitivity curves and TARs for this sensor were
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Fig. 5.5. Effect on the air-borne sensitivity of different BAIs applied
with medium force for each sensor: a) Air-coupled microphone, b)
Siemens EMT25C, c) Knowles BU-7135. No protection: •, NRR30:
◦, NRR33: ∇, PVC30: ⋆
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Fig. 5.6. Mean noise floor observed on position 1 in Fig. 5.3: Air-
coupled microphone, protected with a PVC 3” BAI: (dotted line) ⋆,
and with no BAI protection: (solid line) *. Siemens accelerometer
with no BAI protection: (solid line) ⋄, and Knowles accelerometer
with no BAI protection: (solid line) �.

recomputed for the best observed conditions (PVC 3” protected) and are presented

in Fig. 5.7. Note that the increased noise floor in low frequencies hampers the TAR

curves in low frequency. However, a significantly enhanced TAR curve is observed

for frequencies above 315 Hz compared with those for the air-coupled microphone in

Fig. 2.

5.2.2 Effect of sensor placement and mounting conditions

To evaluate the dependence of the air-borne sensitivity of the sensors upon the

surface type where they are attached, such sensitivity was also measured when the

sensors were placed on non-tissue surfaces. This is shown for each sensor on Fig. 5.9,

where three test surfaces were used: Akton of 1/4”, steel block of 6”, and no surface

(free field). The air-borne sensitivity for these test surfaces is contrasted with that of

the chest position for convenience. It can be observed that for the air-borne sensitivity,

no surface behaves similar to human skin for all sensors. This effect is attributed to the
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Fig. 5.7. Changes in the response of the air-coupled microphone due
to the PVC 3” BAI applied with medium force: (a) Tissue-borne and
air-borne sensitivities measured using pink noise. Tissue-borne and
air-borne sensitivities are represented by a solid line and a dotted
line, respectively. (b) TAR curves. The new and original TARs are
represented by a solid line and a dotted line, respectively.

Fig. 5.8. Experimental setup for in vitro air-borne sensitivity experiments
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unique mounting conditions of the sensors when placed on human skin. Therefore, the

tests of air-borne sensitivity made on human subjects are fundamental for the purpose

of this study. The variation in sensitivity when the sensors were placed on the anterior

chest (position 1 in Fig. 5.3), the sternal notch (position 2 in Fig. 5.3) and posterior

RUL (position 3 in Fig. 5.3) was evaluated. The possible changes in the sound

field between locations were also taken into account in this analysis. The differences

between the body structure and tissue properties at the different locations were found

to have small variability (<3dB) for all frequency bands of interest, excepting the 2.5

kHz and 3.15 kHz bands, where a slightly larger deviation was observed (∼5dB).

The main factor affecting the dispersion of the data is the subject posture, which

explains the larger difference at mid-high frequencies. In all, this response illustrates

that differences in skin mounting conditions, such as subcutaneous fat thickness, have

only a minor effect on the air-borne sensitivity of the sensors. The fact that the air-

borne sensitivity remains relatively constant for different body location is convenient

for future studies since the observations made for each sensor in this study can be

extrapolated to different body locations.

The variability between subjects was also evaluated. Factors that primarily affect

the dispersion of the data are subject posture and body configuration. The air-borne

sensitivity across subjects showed deviations smaller than 3 dB for all the frequency

bands. Thus, the general air-borne sensitivity trends of the sensors were observed to

be consistent across subjects.
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Fig. 5.9. Effect of different surfaces on the air-borne sensitivity of: a)
Air-coupled microphone, b) Siemens EMT25C, c) Knowles BU-7135.
Akton: +, Steel: �, Posterior Chest (RUL): ◭, Free field: •
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5.3 Application notes

5.3.1 Knowles accelerometer mounting

The results from previous sections evaluated the air-borne and tissue-borne sen-

sitivities of the Knowles BU-7135 accelerometer covered with a plastic coating. This

configuration (referred to as BARLAB configuration) was contrasted with a different

mounting condition (referred to as MGH configuration), where the accelerometer was

covered with a thicker layer of silicone and attached to a silicone disk. This latter con-

figuration is the one currently available for the ambulatory monitoring system from

KayPENTAX and described in previous studies [35, 36, 38]. The difference between

these two configuration can be appreciated from Fig. 5.10.

(a) (b)

Fig. 5.10. Bioacoustic sensors under evaluation: (a) BARLAB config-
uration, (b) MGH configuration

The difference of air-borne and tissue-borne sensitivities between the two config-

urations are shown in Fig. 5.11 and indicated that these mounting conditions did

affect their response. The MGH configuration was less sensitive to air-borne trans-

mitted sounds and more sensitive to tissue-borne components. These relations were

frequency-dependent, having more than 6 dB of difference in certain frequency bands.

These variations were associated to the thicker layer of silicone underneath the MGH

configuration, which attenuated the air-borne pathway. On the other hand, the disk

appeared to enhance the sensor attachment and increase its effective surface, thus



123

favoring the tissue-borne path between 500 Hz and 3 kHz. This variability product of

the mounting conditions is an important design feature that should receive attention

to optimize the sensor performance.

In addition, it was observed that the mounting conditions affected the DC output

of the sensor, most likely due to differences in static pressure surrounding the sensor

between configurations. However, since this DC component is removed from the

accelerometer, such a variation was not further explored.
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Fig. 5.11. Differences between air-borne (dotted line) and tissue-borne
(solid line) sensitivities for the BARLAB and MGH configurations for
the Knowles accelerometer.

5.3.2 Using the sensitivities to discriminate components

In order to illustrate how the air-borne and tissue-borne sensitivities can be used

to discriminate if the signal detected by a bioacoustic sensor is primarily a product of

tissue or air-borne components, the following example was considered. A recording

of voiced sounds on the skin surface (sustained vowel /a/) over the anterior right

lobe of the lung was performed using the air-coupled microphone protected with the

3” PVC cap with a medium force holding it against the skin. The one third octave

analysis of this recorded signal is presented in Fig. 5.12 along with the air-borne
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sensitivity of the sensor for this condition. It can be observed from this figure that

for frequencies below 1.6 kHz the signal is at least 10 dB stronger than the air-borne

sensitivity. This implies that the sensor was primarily detecting tissue-borne sounds

in that range. To further investigate this phenomenon, an estimate of the expected

tissue-borne component is included in Fig. 5.12. This estimation was performed

using the calibrated BATT excited with a sustained vowel, reducing the amplitude of

vibration to mimic chest vibration instead of that of the sternal notch. The resulting

estimated signal is sufficiently close to the actual measured signal up to 1.6 kHz,

where the effect of the noise floor becomes significant. This illustrates that the air-

borne sensitivity curve would represent a threshold that allows the discrimination of

components. Any response of the sensor above this curve would be largely due to

tissue-borne components. The tissue-borne sensitivity of the sensor could be used as

shown a priori to create estimates of tissue-borne components that can be contrasted

with the actual measured signal.

Fig. 5.12. Application of air-borne and tissue-borne sensitivities dur-
ing the discrimination between components. Sensor: Air-coupled mi-
crophone protected with PVC 3” on the chest. Measured signal during
vowel /a/: �, Estimated signal for vowel /a/ for tissue-borne compo-
nents only: ◦, Air-borne sensitivity for such condition: ⋆.
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5.3.3 Translating the sensitivities and TAR curves for other applications

The example presented in the previous section introduces the idea of translation

of the sensitivity curves. This translation is possible, as long as it considers the

overlapping effect of noise floors that will bound the translation. The sensitivity

curves from Fig. 5.4-a and Fig. 5.9-a could be translated (i.e., shifted up or down by a

certain offset). The noise floor that needs to be considered for each sensor is presented

in Fig. 5.6. In order to achieve this translation, it is necessary to know the offset in

amplitude of vibration and sound level pressure between the conditions presented

in this study and those of interest to the reader. This requires comparing both the

amplitude of vibration between the sternal notch and the new location and condition

of interest. At the same time, it is necessary to compare the SPL surrounding the

sternal notch (estimated at 85 dB(Z)) with that surrounding the new location and

condition of interest. These comparisons will yield the offset needed to translate both

sensitivities curves, and a new TAR curve could be computed using these curves.

Alternatively, it is possible to repeat the set of procedures performed in this study,

adjusting the levels of amplitude for air-borne and tissue-borne excitation to describe

a different desired condition.

5.4 Conclusions

The results of this study indicate that air-borne components can clearly affect

skin surface measurements of body sounds, and that the selection and understanding

of the sensor behavior for the given recording conditions becomes critical. Air-borne

corruption of skin surface measurements of voiced sounds was observed to be substan-

tial. The proposed sensitivity and TAR curves aid the selection of bioacoustic sensors

for different audible acoustic applications involving skin surface measurements. How-

ever, the construction of these curves depends on the desired application. Although

the sensitivities presented in this study are based on skin radiation of voiced sounds

at the sternal notch, the proposed methods could serve as a guide for other appli-
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cations. The gain of a bioacoustic sensor plays a significant role compromising the

absolute tissue-borne and air-borne sensitivities, but does not affect the TAR. The

headroom (noise floor vs. distortion point) is the limiting factor of the linearity of this

relation. The selection of the sensors is also highly related to the application. Based

on the sensitivity and TAR curves with no BAI protection, the best sensor appears to

be the Knowles accelerometer, particularly when used in in the MGH configuration.

However, this sensor is less sensitive to tissue-borne sounds, for which it is better

suited to relatively high amplitude vibration cases (e.g., recordings of voiced sounds

at the sternal notch). The TAR curve for the air-coupled microphone is significantly

enhanced using BAIs, particularly in mid-high frequencies. However, handling the

air-coupled sensor along with a BAI can be more cumbersome than the other sensors

and it is not suitable for all body locations. For low frequency applications (below

200 Hz) the best performance was achieved by the Siemens accelerometer.
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6. COUPLED AND UNCOUPLED IMPEDANCE-BASED

INVERSE FILTERING FROM ORAL AIRFLOW AND

NECK SURFACE ACCELERATION

This chapter describes the methods and results of investigations on the effect of

acoustic coupling on inverse filtering of oral airflow and neck surface acceleration.

Coupling between the subglottal, supraglottal, and glottal systems was investigated

for complete and incomplete glottal closure using synthetic speech and human subject

recordings. The proposed methods in this chapter make use of several findings from

previous research components. Observations using synthetic speech from chapter 3

are contrasted with human subject recordings for incomplete glottal closure configu-

rations for further understanding of inverse filtering methods and acoustic coupling.

Observations of in vivo vocal fold tissue motion in chapter 4 supported the use of

impedance representations to describe source-filter interactions. Such representations

are the foundation of the inverse filtering scheme proposed in this chapter. Finally,

the bioacoustic sensor exhibiting the most adequate behavior for speech recordings

on the skin underlying the suprasternal notch from chapter 5 was selected for the

proposed inverse filtering from neck surface acceleration.

6.1 Methods

6.1.1 Impedance-based inverse filtering: general considerations

A model-based inverse filtering scheme that accounts for acoustic coupling between

tracts and source-filter interactions was proposed, implemented, and evaluated. A

coupled dipole model as shown in Fig. 6.1 is the foundation for the desired inverse fil-

tering scheme, given its direct application to subglottal coupling [11,91]. This simple
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but powerful model has four basic components: an ideal airflow source (Uo) and three

different lumped terms representing the subglottal (Zsub), glottal (Zg), and supra-

glottal (Zsupra) acoustic impedances. Inverse filtering based on this representation is

referred to as “impedance-based inverse filtering” (IBIF).

Each of the system impedances was estimated from experimental data to obtain

subject-specific values. In order to estimate the tract impedances, models of acoustic

transmission were applied. This approach provided further insights into the system

behavior when compared to a perturbation (black box) model [35]. The proposed

transmission model was based on a series of concatenated T-equivalent segments

of lumped acoustic elements that related acoustic pressure to volume velocity. A

representation of this type of section is depicted in Fig. 6.2. Yielding walls included

cartilage and soft tissue for the subglottal system. A radiation impedance was used

to account for skin neck properties, as well as accelerometer loading. The remaining

lumped acoustic elements in Fig. 6.2 described the standard acoustical representations

for losses, elasticity, and inertia.

The transmission line models for the subglottal and supraglottal tracts yielded the

driving point impedances as well as transfer functions for any desired location within

the tracts. These terms only depended on the tract configuration and its inherent

physical properties. Thus, the transfer function between the airflow at the mouth

(Um) and the airflow entering the vocal tract (Usupra) was given by

Tu =
Um

Usupra

, (6.1)

where Tu was a linear representation of the vocal tract transfer function that only de-

pended on the vocal tract (i.e., uncoupled from the glottis and subglottal impedances)

and was computed using the tract geometry through the aforementioned transmis-

sion line scheme. Estimation of the airflow entering the vocal tract required inverting

this transfer function (i.e., Usupra = Um/Tu), yielding airflow estimates that were re-
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Fig. 6.1. Representation of a dipole source using two ideal airflow
sources. Coupling between the subglottal and supraglottal tracts
was obtained through a linearized glottal impedance. The glottal
impedance in this representation was investigated as a time-invariant
and also a time-varying term.

Fig. 6.2. Representation of the T network used for the subglottal and
supraglottal models. The acoustic elements La, Ra, Ga, and Ca were
associated with air inertance, air viscous and heat conduction resis-
tances, and air compliance. Yielding walls parameters were divided
in soft tissue (Lws, Rws, Cws) and cartilage (Lwc, Rwc, Cwc) whenever
needed for the subglottal tract. The radiation impedance Zrad was
attributed to the accelerometer loading.
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ferred to as “uncoupled” glottal airflow. This process was performed in the frequency

domain by means of the fast Fourier transform (FFT) and its inverse.

When coupling through the glottis was considered, a coupled transfer function

between the oral airflow (Um) and the ideal glottal airflow (Uo) was defined as:

Tc =
Um

Uo

=
Um

Usupra

·
Usupra

Uo

= Tu · Tp, (6.2)

where

Tp =
Usupra

Uo

, (6.3)

was a perturbation transfer function obtained by solving the model circuit in Fig. 6.1

via the superposition theorem which yielded:

Tp =
Usupra

Uo

=
Zg

Zg + Zsub + Zsupra

. (6.4)

This decomposition was originally proposed by [91]. An illustration of how the

glottal coupling affected the transfer functions is shown in Fig. 6.3.

In addition, other relations that were derived from the model circuit in Fig. 6.1

include:

Usub = −Usupra, (6.5)

and

Ug = Uo ·
Zsub + Zsupra

Zg + Zsub + Zsupra

. (6.6)

In order to account for the acceleration signal measured on the neck surface over-

lying the sternal notch, the circuit in Fig. 6.1 was expanded, resulting in the rep-

resentation of in Fig. 6.5. The subglottal impedance illustrated in Fig. 6.1 was de-

composed into an initial subglottal section Sub1 that represented the portion of the
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(a) Vowel /a/ (b) Vowel /i/

Fig. 6.3. Uncoupled (T1), perturbation function (T2), and coupled
vocal tract transfer function (T) from oral airflow to the glottis for a
vowel /a/ and /i/.

extrathoracic trachea above the accelerometer. Similarly, Sub2 and its driving input

impedance Zsub2 represented the subglottal system below the accelerometer. Con-

sequently, the section where the accelerometer was placed was represented by the

contracted T-network between these two. The volume velocity Uskin flowing through

Zskin was expressed as:

Uskin = Usub1

Zsub2

Zsub2 + Zskin

, (6.7)

where Zskin was constituted by the mechanical impedance of the skin Zm in series

with the radiation impedance Zrad constituted by the accelerometer loading, thus

Zskin = Zm + Zrad, (6.8)

Zm = Rm + j(ωMm −
Km

ω
), (6.9)
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Fig. 6.4. Representation of the subglottal system. The accelerometer
is placed on the surface overlying the suprasternal notch at approx-
imately 5 cm below the glottis. The tract above and below such
location are defined as Sub1 and Sub2. Figure adapted from [203].

Fig. 6.5. Representation of a dipole model using two ideal airflow
sources. The subglottal impedance from Fig. 6.1 was decomposed to
include skin neck acceleration. See Fig.6.4 for details.
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and

Zrad =
jωMacc

Aacc

. (6.10)

The skin volume velocity was differentiated to obtain the neck surface acceleration

signal U̇skin. Therefore, the uncoupled transfer function between the supraglottal

volume velocity and the acceleration signal, referred to as Tuskin, was expressed as:

Tuskin =
Usupra

U̇skin

= −
Hsub1 · Zsub2

Zsub2 + Zskin

· Hd, (6.11)

where Hsub1 was the flow-flow transfer function of the subglottal section Sub1 from the

glottis to the acceleration location and Hd = jω is the ideal derivative filter. Similarly,

the coupled transfer function between the ideal airflow source and the acceleration

signal, referred to as Tcskin, was obtained by:

Tcskin =
Uo

U̇skin

= Tuskin · Tp, (6.12)

where Tp is the same perturbation transfer function that introduced all system cou-

pling for the vocal tract, as defined in equation (6.4). The transfer functions Tuskin

and Tcskin were used to estimate the ideal, supraglottal, and oral airflows directly

from the accelerometer signal.

6.1.2 Experimental setup

In order to evaluate the impedance-based inverse filtering scheme, a comprehensive

set of measurements was considered. The goal was to obtain estimates of the system

behavior through simultaneous recordings of glottal behavior, flow aerodynamics, and

acoustic pressures. Thus, the experimental setup corresponded to that of chapter 4

and considered synchronous measurements of skin surface acceleration (ACC), high-

speed laryngeal videoendoscopy (HSV), oral volume velocity (OVV), electroglottog-
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raphy (EGG), and radiated acoustic pressure (MIC). However, the protocol for these

experiments was much simpler (e.g., only sustained vowels were recorded) and a com-

plete calibration of the data was used. Two subjects (male with no vocal training and

female with vocal training) completed the required (calibrated) recording sessions for

different vowels (/a/ and /i/) and glottal conditions (breathy, chest, falsetto). These

subjects had no history of vocal pathologies, were in the 25-35 age range, and are

referred to as “calibrated subjects” in this chapter.

Glottal area extraction from laryngeal high-speed videoendoscopy was computed

using digital image processing, i.e., segmentation and region merging schemes. The

segmentation yielded a glottal area function in squared pixels that was calibrated to

obtain the actual glottal area in absolute units (e.g., square centimeters). The HSV

calibration scheme was performed using a laser grid that allowed for quantification of

features within the endoscopic view [190, 204] and dedicated software developed for

this purpose (Endoview). A constant “feature” that repeatedly appeared in selected

high-speed videos (e.g., blood vessel on the ventricular folds) was carefully measured

in a separate session using videostroboscopy and the laser grid for the participants

of the experiments. This “feature” was used as a reference to calibrate each HSV

recording, where the optic and glottal conditions could change but the dimensions of

the “feature” were assumed to remain constant. Illustrations of the laser grid and

calibration feature used for one of the subjects are shown in Fig. 6.6 and Fig. 6.7.

In addition, calibration of the OVV signal was performed by airflow calibration

unit (Model MCU-4, Glottal Enterprises) after each recording session. The accelerom-

eter was calibrated using a laser vibrometer as described in [35]. Calibration of

the acoustic signal was performed after each recording session by comparing side-

by-side recordings of a stable wideband reference tone generator (COOPER-RAND,

Luminaud, Inc., Mentor, OH) with the MIC signal and a Class-2 sound level meter

(Model NL-20, RION Co., Ltd., Tokyo, Japan) set to linear “C” weighting and “Fast”

response time. No calibration of the EGG was undertaken in these experiments.
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Fig. 6.6. Laser grid used for HSV calibration. (a) Calibration feature
using a U-shaped blood vessel on the left ventricular fold (b) Same
reference laser grid on a metric scale.

Fig. 6.7. Endoview software used for the laser grid calibration scheme
as in [204]. The blood vessel used as calibration feature is observed
on the left ventricular fold.
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All recordings were obtained in an acoustically treated room at the Laryngeal

Surgery & Voice Rehabilitation Center at the Massachusetts General Hospital.

6.1.3 Estimation the tract acoustic impedances

In order to estimate the supraglottal impedance, estimates of the vocal tract area

functions were obtained from the oral airflow recordings. The method selected for

this purpose was based on a systematic variation of high-resolution, MRI-based vo-

cal tract area functions obtained from a recent imaging study [22]. The recursive

algorithm described in [205], where an area function was modified to match target

formant frequencies was used. Thus, the area functions were extracted from a selected

database [22] and modified to match the formant frequencies of the utterance from

the specific subject. Initiating the process with the same vowel was shown to increase

the efficiency and minimized the likelihood of obtaining unrealistic tract shapes. The

target formant frequencies were selected from poles obtained from estimates of the

vocal tract transfer function obtained via CPIF. Poles were selected within the ex-

pected range of formant frequencies, thus discarding other features captured by the

covariance linear prediction scheme. Estimates of the closed portion boundaries were

obtained using the EGG signal as described in [139, 140]. This method provided

higher resolution and more reliable area functions than those obtained directly from

the linear prediction coefficients [88,206,207]. Even though it has been suggested that

the transformation from a set of formant frequencies to a vocal tract area function

may not produce a unique solution [61,206,207], this is not expected to be a problem

in these experiments due to the simple and common nature of the sustained vowel

gestures under study.

Estimates of subglottal impedance were computed in a similar fashion. An acous-

tical transmission line model of a symmetric branching subglottal representation from

previous studies [68, 69] was used. Symmetric anatomical descriptions as those pre-

sented by [70] for an average male were found to closely resemble those reported
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experimentally [64] and thus were used as default anatomical descriptions. As be-

fore, the model was adapted to match subject specific parameters. This was achieved

by adjusting the model to match the first subglottal resonance measured from the

accelerometer signal. In particular, the length of the trachea, considered to be the

main anatomical difference between subjects in the lower airways [208], was modi-

fied to produce the observed resonance. A similar scaling method was used to correct

anatomical differences when modeling subglottal impedance [64]. The first accelerom-

eter resonance was obtained via the covariance method of linear prediction during the

closed phase of the cycle. Even though it is known that this method fails to describe

the zeros from the subglottal impedance, preliminary testing with human data and

synthetic speech showed that it was sufficiently accurate and stable to estimate the

frequency of the first subglottal resonance.

6.1.4 Estimation the glottal acoustic impedance

Estimates of glottal impedance were computed to explore the effects of its time-

invariant and time-varying representations in the acoustic coupling phenomena. This

approach also allowed for investigation of the effect of incomplete glottal closure

using the proposed IBIF scheme. The glottal impedance is a nonlinear quantity that

needed to be linearized to meet the Norton equivalent associated with the dipole

circuit representation from Fig. 6.1. Thus, the relation between transglottal pressure

(∆Pg), glottal airflow (noted as Ug in the following equations), and glottal area (Ag)

was used to linearize the glottal impedance as time-invariant and also time-varying

representations. In both cases such a linearization was based on a Taylor series

expansion. The time-invariant case decomposed the glottal airflow into DC (bar

notation) and AC (tilde notation) components such that
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Ug(t) = f(∆Pg, Ag)

= Ūg + Ũg(t)

= Ūg +
∂Ug

∂∆Pg

∣

∣

∣

∣

∆P̄g,Āg

∆P̃g +
∂Ug

∂Ag

∣

∣

∣

∣

∆P̄g,Āg

Ãg + ... , (6.13)

where the AC flow component was approximated as

Ũg(t) =
∂Ug

∂∆Pg

∣

∣

∣

∣

∆P̄g,Āg

∆P̃g +
∂Ug

∂Ag

∣

∣

∣

∣

∆P̄g,Āg

Ãg. (6.14)

The first partial derivative in this representation was associated with a parallel

glottal conductance and the second term was linked with the ideal glottal airflow

source proportional to the glottal area. The conductance was expressed as a resistive

impedance term using the transglottal pressure from equation (2.2) and it was given

by:

Z̃g =
∂(∆Pg)

∂Ug

∣

∣

∣

∣

Ūg,Āg

= kt

Ūg

Ā2
g

. (6.15)

This expression constituted the time-invariant expression that was used in the

context of the inverse filtering with glottal coupling. In addition, the time-varying

linearization described in [47] was also incorporated. This scheme did not remove the

mean values and but rather evaluated with respect to the time-varying glottal area

Ag(t) and time-varying uncoupled airflow Uo(t). Thus, using the transglottal pressure

from equation (2.2) we obtained

Z∗

g−kt(t) =
∂(∆Pg)

∂Ug

∣

∣

∣

∣

Ug=Uo(t)

Ag=Ag(t)

= kt
Uo(t)

A2
g(t)

. (6.16)

In addition, it was desired to explore the effects of the mean term kt, for which

it was replaced by a time-varying orifice discharge coefficient (cd) that described the
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viscous losses, inertance, and changes due to separation point into the flow. Thus, an

modified expression for the transglottal pressure drop became

∆Pg(t) = c2
d(t)

1

2

U2
g (t)

A2
g(t)

, (6.17)

with the linearized time-varying glottal impedance expressed as:

Z∗

g−cd(t) =
∂(∆Pg)

∂Ug

∣

∣

∣

∣

Ug=Uo(t)

Ag=Ag(t)

= cd(t)
Uo(t)

A2
g(t)

. (6.18)

To obtain the linearized expressions of the glottal impedance in either its time-

invariant form (Z̃g) or time-varying forms (Z∗

g−kt(t) and Z∗

g−cd(t)), recordings of oral

volume velocity and high-speed videoendoscopy were employed. It was noted that the

time-invariant term determination only required mean values of the glottal area and

airflow, for which an inverse filtering scheme for the latter was not needed. However,

the time-varying expression required the use of the uncoupled glottal airflow, which

was not known a priori. Thus, an iterative scheme that started with the inverse

filtered oral volume velocity Usupra and made use of equation (6.3) to obtain Uo and

refine the estimates was utilized.

Estimation of ideal airflow from measurements of oral airflow made use of a quasi-

steady regime, i.e., the glottal impedance and coupled transfer functions were esti-

mated and inverse filtered using equation (6.3) for each time step via FFT and its

inverse. Only the samples corresponding to the associated time steps were retrieved

from the set of inverse filtered waveforms. In other words, if each inverse filtered

waveform is put in a matrix form for each time step, then the diagonal of such matrix

represented the waveform obtained using a time-varying glottal impedance.
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6.1.5 Estimation of skin properties

In the proposed IBIF scheme, default mechanical properties for the skin were

taken from early studies [209, 210]. To account for variation of the tissue proper-

ties among subjects and cases a calibration method that used a multidimensional

waveform matching was implemented. In this method, skin properties were adjusted

to match oral airflow waveforms translated to different locations using the multiple

transfer functions described in this section, i.e., estimates were contrasted at the

mouth, glottis, and neck. Waveforms were aligned and skin properties were selected

to minimize the root mean squared error (RMSE).

This approach may have also compensated for other differences in the system

that could not be related to the neck surface mechanical properties, such as tracheal

diameter and losses in the subglottal system. Nevertheless, it was expected that the

primary factor affecting these calibration was indeed the mechanical properties of the

skin underlying the accelerometer.

In addition, the mass of accelerometer Knowles BU-7135 with its current mounting

configuration was included in Zrad in equation (6.9), having a mass of 1.10 g and a

total contact area of 4.15 cm2 (including its silicone disk), thus yielding a mass per unit

area of 0.26 g. These values were maintained constant throughout the simulations.

6.2 Evaluation of the inverse filtering scheme

Two methods were used to evaluate the IBIF inverse filtering scheme for con-

trolled scenarios that represented different quantifiable glottal configurations in nor-

mal phonation during sustained vowels. Synthetic speech and recordings of sustained

vowels for different glottal configurations were considered.

The numerical simulations presented in chapter 3 were used to initially test the in-

verse filtering scheme. Two vowels (/a/ and /i/) and two glottal conditions (complete

closure and incomplete closure) were used to evaluate the CPIF, IBIF schemes, and

system coupling. Differences between the wave reflection analog and transmission line
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schemes were noted, particularly for the subglottal system. To minimize the effects

associated to this difference, the impedances were taken from measurements obtained

in the wave reflection analog using the corresponding frequency domain terms via

frequency transformations of an impulse response.

The output of the numerical simulations yielded the “true” glottal airflow, and

included ripples in its open phase, skewing, and fluctuations in the closed phase

portion when the glottis was set to incomplete closure. This “true” airflow source was

compared to the inverse filtering estimates obtained from oral airflow (also provided

by the numerical model) for the CPIF and IBIF schemes. Investigations on the system

coupling made use of an ideal source also provided through the numerical simulations.

In addition to qualitative observations, glottal measures obtained from the inverse

filtering schemes were contrasted to those from the model. This type of comparison

has been used recently to explore the ability of the CPIF scheme to correctly estimate

the main characteristics of the glottal source [32], where the selected measures of glot-

tal behavior included the difference between the first two harmonics (H1-H2) and the

harmonic richness factor (HRF). Two additional measures of interest were included

the amplitude of the AC airflow, and maximum flow declination rate (MFDR).

6.3 Results

Three major topics are presented in this section. First, the accuracy of inverse

filtering schemes to describe the “true” glottal flow was assessed using synthetic speech

as a standard for complete and incomplete glottal closure conditions. Then, estimates

of glottal airflow and oral airflow from the acceleration signal were evaluated for

various cases. Finally, the coupled IBIF system was used to investigate whether it

was possible to retrieve the ideal glottal source for synthetic and human speech.
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6.3.1 Evaluation of uncoupled inverse filtering schemes

Synthetic speech

Estimates of “true” glottal airflow were obtained through numerical simulations

that included incomplete glottal closure. The simulations were obtained using the

IF72 parameter set with a lung pressure of 800 Pa and the updated aerodynamic

equations [74] studied previously. For the cases with incomplete glottal closure, a

posterior glottal opening was included with a fixed area of 0.03 cm2. The simulations

yielded the “true” glottal source as well as the oral airflow. Closed phase inverse

filtering was obtained from the latter based on the methods described in [32]. In

addition, the results were contrasted with those from the uncoupled IBIF scheme for

vocal tract.

The results of the simulations are initially presented for qualitative observations of

two vowels (/i/ and /a/) and two glottal conditions (complete and incomplete glottal

closure) in Fig. 6.9 and Fig. 6.8. It can be observed from these figures that the CPIF

estimates of glottal airflow obtained from oral airflow closely resembled the “true”

flow from the numerical model. The performance of the technique appeared to vary

between glottal configurations and vowels. The primary differences were observed in

the suppression of ripples during the open and closed phase portions of the cycle.

It was noted that inverse filter of vowel /i/ was possible, with accuracy comparable

to that of the numerical model if ad-hoc changes in the selection of the covariance

window were taken into account, i.e., if the covariance window was only composed

by samples within the closed phase portion (see [32] for details on the covariance

method).

The same cases were subsequently inverse filtered using the uncoupled IBIF model

and presented in Fig. 6.10 and Fig. 6.11. These estimates better-captured the tem-

poral variations of the signal with a more consistent performance. However, it was

noted that this performance could have been overestimated for the synthetic speech

due to similarities in the underlying assumptions with respect to the tract geometry.
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Fig. 6.8. Ability of CPIF scheme to capture the “true” glottal airflow
for complete and incomplete glottal closure for vowel /a/
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Fig. 6.9. Ability of CPIF scheme to capture the “true” glottal airflow
for complete and incomplete glottal closure for vowel /i/
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Nevertheless, it was noted that the IBIF scheme was able to retrieve both vowels with

reasonable accuracy, illustrating again that inverse filtering of vowel /i/ was possible.

A quantitative view of the differences presented in these cases is shown in Ta-

ble 6.1. Direct comparison of the waveforms was obtained via the RMSE for both

glottal airflow and its derivative. In addition, the differences between selected glottal

measures obtained from both inverse filtered signals and the “true” flow from the

model was included. Each of these measures was taken from at least 10 subsequent

cycles for each case. These measures illustrated that the CPIF represented the flow

better than its derivative, as the RMSE for the airflow and the AC flow difference

were small, whereas the RMSE for the flow derivative and MFDR differences were

relatively larger. It was observed that the error of the harmonic measures was also

small. Comparisons of the CPIF and the harmonic measures have been performed

before [32] and exhibited similar differences, but no attempts to describe the airflow

derivatives and related measures have been made.

Confirming observations from the waveforms, better quantitative results were ob-

tained using the IBIF scheme for synthetic speech, where most IBIF measures were

lower than those from CPIF with a few exceptions. The largest errors were observed

during complete glottal closure, a case that is less likely to occur in real speech [25].

This behavior indicated that both schemes were capable to inverse filter and obtain

the primary features of the “true” airflow , although the IBIF yielded better results

for the synthetic speech case.

Observations from human speech recordings

Testing the accuracy of both inverse filtering schemes with human speech data is

challenging, as the “true” glottal flow is unknown. However, comparisons between the

estimates obtained from both CPIF and IBIF schemes were included to evaluate each

under more realistic conditions. It was also desired to investigate whether the schemes

were able to inverse-filter human speech recordings of high vowels (e.g., vowel /i/),
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Fig. 6.10. Ability of IBIF scheme to capture the “true” glottal airflow
for complete and incomplete glottal closure for vowel /a/
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Fig. 6.11. Ability of IBIF scheme to capture the “true” glottal airflow
for complete and incomplete glottal closure for vowel /i/
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Table 6.1
Error associated with CPIF and IBIF schemes with respect to “true”
flow from numerical simulations for complete (com.) and incomplete
(inc.) glottal closure

CPIF IBIF

Vowel /a/ Vowel /i/ Vowel /a/ Vowel /i/

Measure Units com. inc. com. inc. com. inc. com. inc.

RMSE Usupra (cm3/s) 12.3 2.7 5.1 11.5 6.8 3.2 4.2 2.4

RMSE dUsupra (cm3/s2) 62.0 19.0 22.0 16.3 37.6 9.7 15.6 3.9

AC airflow (cm3/s) -4.0 -1.9 -4.4 2.3 13.8 -0.4 0.0 -1.9

MFDR (cm3/s2) -171 -29 -35 5.0 -55.3 -6.9 -26.7 2.7

H1-H2 (dB) -0.2 0.1 -1.0 1.7 0.2 0.1 -0.9 -0.9

HRF (dB) -0.4 0.2 -0.9 0.7 0.5 0.3 -0.6 -0.6

cases that have not been considered in inverse filtering studies before. However, the

results from previous section using synthetic speech suggested that this was possible

to achieve in both schemes.

Recordings of sustained vowels on the “calibrated” male subject are presented.

Cases included two vowels (/a/ and /i/) for two glottal conditions (chest and falsetto

register) representing two different glottal conditions (normal and abducted). The

glottal conditions for these recordings are observed from the HSV endoscopic view

for the chest register in Fig 6.12 and falsetto register in Fig 6.13. These cases were

initially evaluated in this section and extensively analyzed in subsequent sections in

this chapter.

The inverse filtered signals for the chest register is presented in Fig 6.14 and

for falsetto register in Fig 6.15. Both schemes appeared to be able to retrieve the

glottal airflow for both vowels and glottal conditions. It was noted that the IBIF

estimates differed more from the CPIF scheme for actual speech recordings than in

synthetic case, exhibiting similar trends but with stronger fluctuations, particularly
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(a) Vowel /a/ - fully open (b) Vowel /a/ - fully closed

(c) Vowel /i/ - fully open (d) Vowel /i/ - fully closed

Fig. 6.12. Endoscopic view of HSV recordings for both vowels uttered
with chest register
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(a) Vowel /a/ - fully open (b) Vowel /a/ - fully closed

(c) Vowel /i/ - fully open (d) Vowel /i/ - fully closed

Fig. 6.13. Endoscopic view of HSV recordings for both vowels uttered
with falsetto register
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for the chest register. These trends were also reflected in the difference between the

estimates presented in Table 6.2.

It is interesting to note that the estimates of glottal airflow for vowel /i/ match

those from numerical simulations, where glottal pulses were skewed and a single fluc-

tuation (associated to the first formant) in the open phase was noted. The glottal

pulse was also less skewed than vowel /a/, as also noted from the less negative peak

in the flow derivative (i.e., smaller MFDR). This indicated that vowel /i/ does impose

different acoustic loading condition. This differences appeared less pronounced when

a more abducted glottal condition was presented, suggesting that this condition was

less affected by the acoustic coupling. It will be noted in the subsequent section that

similar estimates for this vowel can be obtained with a different approach that used

neck surface acceleration, confirming these observations.

Table 6.2
Differences between CPIF and IBIF schemes from oral airflow recordings

Chest Falsetto

Measure Units /a/ /i/ /a/ /i/

F0 (Hz) 102.5 107.4 227.1 224.6

RMSD Usupra (cm3/s) 9.8 21.7 13.3 27.9

RMSD dUspra (cm3/s2) 77.7 44.7 38.6 40.5

AC aiflow (cm3/s) 12.6 5.0 8.6 -55.8

MFDR (cm3/s2) 168.3 48.1 -7.3 -32.9

H1-H2 (dB) 0.1 0.1 0.2 1.8

HRF (dB) 0.4 0.7 -0.5 2.5
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(b) dUsupra: Vowel /a/ - chest
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(c) Usupra: Vowel /i/ - chest
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(d) dUsupra: Vowel /i/ - chest

Fig. 6.14. Comparison between CPIF vs IBIF schemes for chest reg-
ister and both vowels
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(a) Usupra: Vowel /a/ - falsetto
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(b) dUsupra: Vowel /a/ - falsetto
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(c) Usupra: Vowel /i/ - falsetto
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(d) dUsupra: Vowel /i/ - falsetto

Fig. 6.15. Comparison between CPIF vs IBIF schemes for falsetto
register and both vowels
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6.3.2 Parameter estimation from neck surface acceleration

As noted in the previous section, the ability to obtain estimates of the “true”

airflow that is entering the vocal tract did not depend on the glottal configuration

or coupling between the system components. In this section, the results of the IBIF

estimates of glottal airflow (Usupra) via measurement of neck surface acceleration are

presented. The effects of the system coupling on the glottal airflow are explored in

the subsequent section.

The results of this section are separated into qualitative observations and quanti-

tative comparisons. For both cases the goal was to assess the ability of the proposed

IBIF model to transform neck surface recordings into glottal aerodynamic parame-

ters. The accelerometer signal (ACC) used in this study is known to be an AC signal,

for which all estimates were contrasted with reference waveforms with no DC com-

ponents. It was discussed earlier that strong clinical impact could be obtained from

these unsteady representations in patient monitoring scenarios.

The same human speech recordings from the previous section were used, i.e., two

vowels imposing different loading conditions (/a/ and /i/) and two different registers

(chest and falsetto) representing different glottal conditions.

Qualitative observations

Estimates of glottal airflow (Usupra), its derivative (dUsupra), and oral airflow (Um)

were obtained from the ACC signal and contrasted with CPIF glottal airflow, its

derivative, and the measured oral airflow from the CV mask, respectively. In addi-

tion, the transfer functions were also applied so that estimates of the neck surface

acceleration were obtained from the oral airflow recordings. The raw waveforms for

these cases are presented for vowel /a/ in chest register in Fig. 6.16 , vowel /i/ in

chest register in Fig. 6.17, vowel /a/ in falsetto register in Fig. 6.18, and vowel /i/ in

falsetto register in Fig. 6.19.
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It is noticeable from these comparisons that the IBIF model yielded a close match

between ACC-based waveforms and those from CPIF, with an error that appeared to

vary between the glottal conditions and vowels. It was also observed that the closest

waveform match was obtained during the open phase portion of the cycle.

Quantitative analysis

A quantitative analysis of these and additional results is presented in this section.

The same measures were used to compare the estimated aerodynamic parameters

from the acceleration signal.

Both “calibrated” subjects (male and female) recorded the same two vowels (/a/

and /i/) for three different glottal conditions (normal/chest, high pitch/falsetto, and

breathy/abducted). Additionally, two recordings with chest register were considered

for the male subject, providing a total of 14 cases under study. The CPIF-based

values obtained from simultaneous oral airflow measurements were contrasted with

those from ACC, where the raw measures for each case are presented in Table 6.3. It

was observed that for the normal chest cases of vowel /a/, the measures were within

the expected range for male and female cases from previous studies [25]. It should be

noted that vowel /i/ has not been previously studied and thus has no reference for

comparisons.

The mean values for the selected measures of glottal behavior and the differences

between the CPIF-based and ACC-based measures are presented in Tables 6.4 and

6.5. It was observed that the mean values for the estimation were remarkably close,

although there were key variations. The larger of these variations in Table 6.4 were

associated with the significant dispersion between the parameters obtained for the

different glottal conditions. Thus, it was often more relevant to examine the mean

values of the absolute error for each case, as shown in Table 6.5. Here, the error

and its variations were considered sufficiently low to potentially make this scheme

clinically useful. The RMSE values tend to underestimate the ability of the ACC
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Fig. 6.16. Estimates of multiple signals obtained from measurements
of neck surface acceleration (ACC) and oral airflow (Um) for a vowel
/a/ in chest register. Estimates from ACC have no DC component.
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Fig. 6.17. Estimates of multiple signals obtained from measurements
of neck surface acceleration (ACC) and oral airflow (Um) for a vowel
/i/ in chest register. Estimates from ACC have no DC component.
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Fig. 6.18. Estimates of multiple signals obtained from measurements
of neck surface acceleration (ACC) and oral airflow (Um) for a vowel
/i/ in falsetto register. Estimates from ACC have no DC component.
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Fig. 6.19. Estimates of multiple signals obtained from measurements
of neck surface acceleration (ACC) and oral airflow (Um) for a vowel
/i/ in falsetto register. Estimates from ACC have no DC component.
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Table 6.3
Raw data from CPIF (1) and ACC (2) measures of glottal behavior

Female subject Male subject

Measure Chest Breathy Falsetto Chest Breathy Falsetto Chest

/a/ /i/ /a/ /i/ /a/ /i/ /a/ /i/ /a/ /i/ /a/ /i/ /a/ /i/

fo 225 229 229 237 488 481 117 115 120 117 227 225 103 107

RMSE Usupra 24 29 18 9 14 19 24 15 11 10 15 33 26 13

RMSE dUsupra 81 162 22 29 72 110 48 23 21 18 50 58 47 27

RMSE Um 62 68 18 21 107 71 27 15 17 15 52 16 268 14

RMSE ACC 123 110 47 38 154 84 70 50 39 50 82 78 68 116

SPL 1 87 96 76 79 91 88 74 80 67 78 83 86 84 85

SPL 2 89 89 78 77 93 84 74 77 67 72 83 85 80 82

AC flow 1 286 320 202 122 123 140 230 147 150 128 270 302 312 269

AC flow 2 297 371 204 119 127 144 185 150 133 136 282 246 344 263

MFDR 1 467 558 177 142 304 406 214 102 85 80 380 340 351 175

MFDR 2 428 617 184 140 342 439 192 129 72 76 328 337 336 196

H1-H2 1 -15 -9 -26 -10 -9 -5 -10 -12 -23 -17 -16 -21 -9 -12

H1-H2 2 -15 -11 -21 -15 -4 0 -8 -12 -21 -22 -18 -12 -12 -13

HRF 1 -13 -8 -24 -10 -9 -5 -9 -12 -21 -16 -14 -18 -8 -11

HRF 2 -13 -9 -21 -15 -4 0 -7 -10 -20 -21 -17 -11 -11 -11
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signal to derive useful quantities. For instance, particular emphasis was given to

the AC flow and MFDR estimates which are the most indicative measures of vocal

hyperfunction [25] and yielded the most accurate estimates from these experiments.

Table 6.4
Mean values from ACC measures and those from CPIF and measured values

CPIF ACC

Mean ± Std Mean ± Std

SPL 82.3 ± 7.4 80.6 ± 7.2

AC flow 214.4 ± 77.7 214.4 ± 85.7

MFDR 270.1 ± 152.1 272.6 ± 157.8

H1-H2 -13.7 ± 5.9 -13.1 ± 6.4

HRF -12.7 ± 5.4 -12.1 ± 6.3

Table 6.5
Estimation error between ACC measures and those from CPIF and
measured values

ACC-based measures

Measures Units Mean ± Std

RMSD Usupra (cm3/s) 18.5 ± 7.5

RMSD dUspra (cm3/s2) 54.8 ± 40.8

RMSD Um (cm3/s) 55.0 ± 67.8

RMSD ACC (cm/s2) 79.1 ± 35.3

SPL (dB) -1.7 ± 2.9

AC flow (cm3/s) 0.0 ± 27.0

MFDR (cm3/s2) 2.5 ± 30.8

H1-H2 (dB) 0.6 ± 4.1

HRF (dB) 0.6 ± 3.7

The variations of the estimated skin parameters are summarized in Table 6.6. It

was observed that the parameters were within measured values [209] with variations

observed between values and vowels for each case.
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Table 6.6
Mean values of skin properties used in the model. All units are in
per-unit-area as in [209].

Female subject Male subject

Mm (g) 2.1 ± 0.4 2.4 ± 0.4

Rm (g/s) 1334 ± 550 1244 ± 215

Km (dyne/cm) ·103 2813 ± 918 614 ± 106

6.3.3 System decoupling: Synthetic speech

Retrieving the ideal airflow source Uo in the dipole model (see Fig. 6.1) from

recordings of oral airflow was referred to as decoupling the system, as this source

was expected to be free from effects introduced by acoustic coupling. The coupled

transfer function from equation (6.3) was used to decouple the CPIF synthetic speech

cases. Two vowels (/a/ and /i/) and two glottal configurations (complete closure

and incomplete closure) were analyzed. Simulations were run for different types of

glottal impedance terms: i) linearized time-invariant (Z̃g), ii) linearized time-varying

with mean kt loss term (Z∗

g−kt), iii) linearized time-varying with time-varying cd(t)

loss term (Z∗

g−cd), and iv) the original nonlinear time-varying impedance (Zg) from

equation (2.3). In addition, the ideal uncoupled flow Uo from the numerical model

was defined as in [92]

Uo(t) = Ag(t) ·

√

2 Ps

ρ
. (6.19)

Time-invariant impedance

The CPIF glottal airflow (Usupra), estimated uncoupled airflow (Uo from Um),

and ideal uncoupled airflow (Uo from model) are shown in Fig. 6.20 for the time-
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invariant impedance (Z̃g), different vowels, and glottal configurations. As, none of

the estimated uncoupled airflow yielded waveforms similar to that of the ideal case,

and some exhibited large negative fluctuations, a time-invariant glottal impedance

appeared limited to describe the effects of source filter interactions and it was not

expected to illustrate the effect of incomplete glottal closure. In addition, the mean

impedances were generally low, yet slightly higher values for cases with complete

glottal closure were noted. This was expected given the relatively large glottal area

(∼ 0.2 cm2) that the numerical simulations yielded.
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(a) vowel /a/ complete closure, Z̃g=34 Ω
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(b) vowel /a/ incomplete closure, Z̃g=26 Ω
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(c) vowel /i/ complete closure, Z̃g=27 Ω
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(d) vowel /i/ incomplete closure, Z̃g=22 Ω

Fig. 6.20. Estimated uncoupled glottal airflow from synthetic speech
with time-invariant impedance. All impedance units are in cgs.
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Time-varying impedance

The CPIF glottal airflow (Usupra), estimated uncoupled airflow (Uo from Um), and

ideal uncoupled airflow (Uo from model) are shown in Fig. 6.21 for the multiple time-

varying impedances (Z̃g), vowel /a/, and both glottal configurations. It was observed

for all cases shown in Fig. 6.21 that the addition of a time-varying expression signifi-

cantly improved the estimation of the uncoupled glottal airflow. All cases exhibited

a degree of de-skewing of the glottal airflow pulse, illustrating that the origin of this

phenomena in the synthetic signals was produced by the acoustic coupling.

Among the time-varying glottal impedances used in this experiment, the nonlinear

one yielded the best match with respect to the ideal uncoupled case. The linearized

impedance with a mean kt factor yielded the second best results, as it better preserved

the shape of the ideal pulse but was not able to retrieve its complete amplitude.

The linearized impedance with a time-varying cd factor exhibited a good match at

the beginning and end, but not in its peak. This raised the question whether the

orifice discharge coefficient was simply proportional to the tissue velocity or if such

an estimate was sufficiently accurate. In addition, it was observed that the nonlinear

cases were more unstable, meaning that only one iteration was possible (whereas

other cases were obtained with up to 8 iterations) and artifacts were observed during

the closed portion of the cycle, particularly during complete closure. The incomplete

glottal closure cases for all impedances showed the same trends but yielded smoother

waveforms, probably due to the better estimates from CPIF for this case.

A representation of the temporal patterns of the glottal impedance for the syn-

thetic vowel /a/ for complete and incomplete glottal closure is presented in Fig. 6.22.

The temporal variations of each of the impedances were presented along with the

mean impedance Z̃g. An identical expression but associated with minimum glottal

airflow and glottal area values represented a linearized time-invariant impedance of

the glottal gap. In addition, a subtle trace of the glottal area (with no units) was

included to elucidate the open and closed portions of the cycle.



165

40 45 50 55
0

100

200

300

400

500

600

700

time (ms)

A
rf

lo
w

 (
cm

3 /s
)

Uncoupled glottal volume velocity

 

 
Usupra CPIF
Uo from Um
Uo from model

(a) Uo from Zg via kt for complete closure
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(b) Uo from Zg via kt for incomplete closure
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(c) Uo from Zg via cd for complete closure
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(d) Uo from Zg via cd for incomplete closure
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(e) Uo from Zg nonlinear for complete closure

40 45 50 55
0

100

200

300

400

500

600

700

800

900

1000

time (ms)

A
rf

lo
w

 (
cm

3 /s
)

Uncoupled glottal volume velocity

 

 
Usupra CPIF
Uo from Um
Uo from model

(f) Uo from Zg nonlinear for incomplete closure

Fig. 6.21. Glottal impedance for synthetic vowel /a/ with complete
and incomplete glottal closure
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Observations of these patterns illustrated the effect of the gap impedance in the

system response, varying from finite values for incomplete closure to orders of mag-

nitude higher for complete closure. The gap cases oscillated around the point of the

equivalent gap impedance, which indicated a behavior similar to that of a parallel

impedance. This finding was interesting, as the expressions used for these experi-

ments did not explicitly assumed this parallel configuration.

The unstable behavior from the nonlinear case during complete closure appeared

evident in the temporal representation of its impedance. This is a product of the non-

linear impedance being smaller by a factor of two with respect to the linearized kt case,

as noted from the linearization performed previously. Both linearized impedances dif-

fered in the degree of asymmetry during the open phase of the cycle, which was related

to the effects that they produced on the uncoupled airflows.

The same uncoupled airflow and temporal patterns presented previously are shown

for vowel /i/ in Fig. 6.23 and Fig. 6.24. The same trends as in vowel /a/ were

observed, where all cases exhibited de-skewing of the glottal pulses and the estimates

that better matched the ideal uncoupled flow were from the nonlinear impedance

for both complete and incomplete glottal closure. A more unstable behavior was

noted for the complete glottal closure in the linearized impedances, most likely due

to the limitation of the CPIF estimates for this vowel. The equivalence to the parallel

impedances was again observed for the incomplete glottal closure.
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(a) Zg via kt for complete closure
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(b) Zg via kt for incomplete closure
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(c) Zg via cd for complete closure
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(d) Zg via cd for incomplete closure

40 45 50 55
0

50

100

150

200

250

300

350

400

450

500

time (ms)

Im
pe

da
nc

e 
(o

hm
s 

cg
s)

Linearized glottal impedance

 

 
Zg(t)
Zg mean
Ag

(e) Zg nonlinear for complete closure
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(f) Zg nonlinear for incomplete closure

Fig. 6.22. Glottal impedance for synthetic vowel /a/ with complete
and incomplete glottal closure
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(a) Uo from Zg via kt for complete closure

40 45 50 55 60

0

200

400

600

800

1000

time (ms)

A
rf

lo
w

 (
cm

3 /s
)

Uncoupled glottal volume velocity

 

 
Usupra CPIF
Uo from Um
Uo from model

(b) Uo from Zg via kt for incomplete closure
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(c) Uo from Zg via cd for complete closure
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(d) Uo from Zg via cd for incomplete closure
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(e) Uo from Zg nonlinear for complete closure
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(f) Uo from Zg nonlinear for incomplete closure

Fig. 6.23. Uncoupled airflow for synthetic vowel /i/ with complete
and incomplete glottal closure
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(a) Zg via kt for complete closure
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(b) Zg via kt for incomplete closure
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(c) Zg via cd for complete closure
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(d) Zg via cd for incomplete closure
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(e) Zg nonlinear for complete closure
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(f) Zg nonlinear for incomplete closure

Fig. 6.24. Time-varying glottal impedance for synthetic vowel /i/
with complete and incomplete glottal closure
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6.3.4 System decoupling: Human subject recordings

The goal of this study component was again to retrieve the ideal source Uo from

the dipole model, now from actual recordings of oral airflow. The methods used in

this section were the same as before, but Usupra was now obtained from CPIF of the

CV mask signal and the glottal area was estimated from HSV. The same impedance

cases were evaluated. No ideal uncoupled airflow was computed in this case, as no

direct measurement of the subglottal pressure was obtained. Thus, the waveforms are

presented twice, first normalized and superimposed with the glottal area to evaluate

the degree of de-skewing, and then in their absolute units. In addition, estimates of

glottal airflow (Usupra) obtained from the accelerometer were also used to compute

the uncoupled glottal airflow Uo.

To further emphasize the effect of different glottal configurations, the same two

vowels (/a/ and /i/) and registers (chest and falsetto) were analyzed for the male “cal-

ibrated” subject. It was observed that the chest register recordings had no significant

glottal gap from the HSV, but aerodynamic and stroboscopic calibrations illustrated

that a non-visible gap was in fact present, most likely due to arytenoid hooding. Thus,

all glottal area waveforms were corrected to include an additional gap area using the

numerical simulations with incomplete closure as a reference. Nevertheless, the chest

voice had a much lower incomplete glottal closure than that of falsetto, for which

both cases were still considered to represent normal and abducted closure conditions.

Time-invariant impedance

The normalized CPIF glottal airflow (Usupra), estimated uncoupled airflow (Uo

from Um), and glottal area for the time-invariant impedance (Z̃g) for both vowels and

glottal configurations are shown in Fig. 6.25. Given that the normalization visually

distorted the signals, the estimates with absolute units for Uo from CPIF and ACC

along with Usupra for these cases are then shown Fig. 6.26 to correct this phenomenon.
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The estimated uncoupled airflows yielded waveforms with fewer distortions com-

pared with the synthetic case, primarily due to the higher mean impedances of all

cases in these recordings. The fact that the impedances were higher also implied that

less changes were noted with respect to the coupled Usupra. No clear de-skewing was

observed and artifacts were introduced (negative fluctuations at the point of closure)

for vowel /a/ in both registers. Slightly better results were observed for the chest

register during vowel /i/, where some degree of skewing was noted, but with unde-

sired fluctuations during the closed phase. In all cases, the estimates from oral flow

and acceleration yielded comparable results. Although better than in the synthetics

speech case, the time-invariant glottal impedance was again considered limited to

describe the effects of source filter interactions.

Time-varying impedance

As before, the normalized CPIF glottal airflow (Usupra), estimated uncoupled air-

flow (Uo from Um), and glottal area are presented for the two glottal configurations of

vowel /a/ in Fig. 6.27, but now for the three time-varying expressions of the glottal

impedance described earlier. The same cases with absolute units are then presented

in Fig. 6.28 for the same vowel.

It was clear for all chest register cases shown in Fig. 6.21 that the addition of a

time-varying expression significantly enhanced the estimation of the uncoupled glottal

airflow. These cases exhibited a clear degree of de-skewing of the glottal airflow

pulse, being well aligned with the glottal area waveform. The estimates of decoupled

airflow for the falsetto register case did exhibit a minor degree of de-skewing, yet less

pronounced and with some added artifacts, particularly during the peak and closed

phase of the pulse. This was believed to be related to a less significant coupling for

cases exhibiting large gap and a larger uncertainty in the impedance estimates.

Among the time-varying glottal impedances, the linearized impedance with a mean

kt factor yielded the best match with respect to the normalized glottal area wave-
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(a) vowel /a/ complete closure, Z̃g=78 Ω
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(b) vowel /a/ incomplete closure, Z̃g=75 Ω
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(c) vowel /i/ complete closure, Z̃g=95 Ω
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(d) vowel /i/ incomplete closure, Z̃g=81 Ω

Fig. 6.25. Normalized uncoupled glottal airflow with time-invariant
impedance from recorded vowels for different glottal configurations.
All impedance units are cgs.

form for both registers. The other two cases exhibited larger deviations during the

closing and closed portions of the cycle in both registers. These fluctuations were

not expected in the decoupled airflow and were considered estimation errors. The

estimates with absolute units from Fig. 6.28 showed that the nonlinear impedance

yielded the largest amplitudes, degree of de-skewing, and estimation errors for both

registers. The accelerometer-based estimates yielded similar trends but with reduced

error, illustrating the potential of the these estimates to represent the glottal aerody-

namics.
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(a) vowel /a/ complete closure, Z̃g=78 Ω
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(b) vowel /a/ incomplete closure, Z̃g=75 Ω
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(c) vowel /i/ complete closure, Z̃g=95 Ω

40 45 50 55
200

300

400

500

600

700

800

time (ms)

A
rf

lo
w

 (
cm

3 /s
)

Uncoupled glottal volume velocity

 

 
Usupra CPIF
Uo from Um
Uo from ACC

(d) vowel /i/ incomplete closure, Z̃g=81 Ω

Fig. 6.26. Uncoupled glottal airflow with time-invariant impedance
from recorded vowels for different glottal configurations. All
impedance units are CGS.

A representation of the temporal patterns of glottal impedance for the speech

recordings of vowel /a/ for both registers are presented in Fig. 6.29. As in the synthetic

case, the mean impedance Z̃g, gap impedance, and a trace of the glottal area waveform

were shown in dotted lines to facilitate the analysis.

The presence of a DC flow component in normal chest voice significantly reduced

the impedance during the closed portion of the cycle when compared with the syn-

thetic case. Interestingly, the difference between the impedances of both registers

was considered minor, particularly when evaluating their mean impedances. As in
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(a) Uo from Zg via kt for chest voice
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(b) Uo from Zg via kt for falsetto
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(c) Uo from Zg via cd(t) for chest voice
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(d) Uo from Zg via cd(t) for falsetto
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(e) Uo from Zg nonlinear for chest voice
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(f) Uo from Zg nonlinear for falsetto

Fig. 6.27. Estimates of uncoupled glottal airflow: Uo vs. Usupra vs.
Ag for vowel /a/. All units normalized.
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(a) Uo from Zg via kt for chest voice
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(b) Uo from Zg via kt for falsetto

30 35 40 45 50
0

100

200

300

400

500

600

time (ms)

A
rf

lo
w

 (
cm

3 /s
)

Uncoupled glottal volume velocity

 

 
Usupra CPIF
Uo from Um
Uo from ACC

(c) Uo from Zg via cd(t) for chest voice
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(d) Uo from Zg via cd(t) for falsetto
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(e) Uo from Zg nonlinear for chest voice
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(f) Uo from Zg nonlinear for falsetto

Fig. 6.28. Estimates of uncoupled glottal airflow: Uo vs. Usupra for
vowel /a/ from Um and ACC
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the synthetic speech case, the idea of a parallel gap fits well with both normal and

abducted conditions.

The nonlinear impedance was much smaller than the linearized ones and exhibited

a more stable behavior with respect to the synthetics speech cases. Both linearized

impedance differed in the degree of asymmetry during the open phase of the cycle,

which was noted more clearly in the falsetto register case.

The same uncoupled airflow and temporal patterns presented previously are shown

for vowel /i/ in Fig. 6.30, Fig. 6.31, and Fig. 6.32. This vowel exhibited less skewing

than vowel /a/, for which less decoupling was needed. De-skewing of glottal pulses was

achieved by all types of impedances, but the best fit was obtained by the linearized

impedance from the mean factor kt for both registers. This behavior matched the

observations for vowel /a/. The other impedances appeared to over de-skew the

glottal pulses and yielded rather asymmetric pulses in the opposite direction. Once

again, the amplitude of the uncoupled case with nonlinear impedance was higher than

the others, but with large fluctuations during the closing and closed portions of the

cycle. The acceleration estimates were comparable and sometimes with less artifacts

than those from CPIF for these cases. The equivalence to the parallel impedances and

the idea that chest register has slightly higher mean impedance were again observed

for all cases in vowel /i/.
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(a) Uo from Zg via kt for chest voice

40 45 50 55
40

60

80

100

120

140

160

180

200

220

time (ms)

Im
pe

da
nc

e 
(o

hm
s 

cg
s)

Linearized glottal impedance

 

 
Zg(t)
Zg mean
Zg chink
Ag

(b) Uo from Zg via kt for falsetto
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(c) Uo from Zg via cd(t) for chest voice
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(d) Uo from Zg via cd(t) for falsetto
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(e) Uo from Zg nonlinear for chest voice
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(f) Uo from Zg nonlinear for falsetto

Fig. 6.29. Time-varying glottal impedance for synthetic vowel /a/ for
normal and abducted glottal conditions
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(a) Uo from Zg via kt for chest voice
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(b) Uo from Zg via kt for falsetto
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(c) Uo from Zg via cd(t) for chest voice

40 45 50 55

−1

−0.5

0

0.5

1

1.5

time (ms)

N
or

m
al

iz
ed

 a
m

pl
itu

de

Glottal airflow and glottal area comparison

 

 
Usupra CPIF
Uo from Um
Ag from HSV

(d) Uo from Zg via cd(t) for falsetto

40 45 50 55 60 65 70
−1

−0.5

0

0.5

1

1.5

2

time (ms)

N
or

m
al

iz
ed

 a
m

pl
itu

de

Glottal airflow and glottal area comparison

 

 
Usupra CPIF
Uo from Um
Ag from HSV

(e) Uo from Zg nonlinear for chest voice
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(f) Uo from Zg nonlinear for falsetto

Fig. 6.30. Estimates of uncoupled glottal airflow: Uo vs. Usupra vs.
Ag for vowel /i/. All units normalized.
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(a) Uo from Zg via kt for chest voice
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(b) Uo from Zg via kt for falsetto
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(c) Uo from Zg via cd(t) for chest voice
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(d) Uo from Zg via cd(t) for falsetto
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(e) Uo from Zg nonlinear for chest voice
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(f) Uo from Zg nonlinear for falsetto

Fig. 6.31. Estimates of uncoupled glottal airflow: Uo vs. Usupra for
vowel /i/ from Um and ACC
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(a) Uo from Zg via kt for chest voice
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(b) Uo from Zg via kt for falsetto
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(c) Uo from Zg via cd(t) for chest voice
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(d) Uo from Zg via cd(t) for falsetto
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(e) Uo from Zg nonlinear for chest voice
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(f) Uo from Zg nonlinear for falsetto

Fig. 6.32. Time-varying glottal impedance for synthetic vowel /i/ for
normal and abducted glottal conditions
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6.4 Discussion

Numerical simulations were applied to evaluate two inverse filtering schemes

(CPIF and IBIF) for different glottal conditions and different vowels that had sig-

nificantly different acoustic loading conditions. Using interactive and physiologically

relevant synthetic speech allowed for comparing the inverse filtered versions with that

of the “true” glottal airflow provided by the numerical model.

The results of this section indicated that glottal coupling was not required for

the estimation of “true” glottal airflow. Both inverse filtering schemes yielded results

that had the same desired structure, yet with deviations and estimation errors that

have not been noticed before. These errors included differences in the fluctuations

during the open and closed phase, but did not affect significantly the estimates of

glottal measures. It was noted that the CPIF yielded better estimates than the IBIF

applied to the vocal tract in real speech cases, and that both were able to provide good

estimates of clinically useful measures. Further exploration of the accuracy of CPIF

via numerical modeling is proposed in future studies for additional glottal conditions

and pathological cases.

Both inverse filtering techniques were able to remove the effects of the vocal tract

for high vowels such as /i/ in real and synthetic speech, a problem that had been

generally neglected due to limitations of previous methods. An inspection of inverse

filtered waveforms from human speech recordings indicated that the glottal pulse for

vowel /i/ did fit well estimates from numerical simulations exhibiting skewing and

ripples in the open phase [46, 60, 75]. However, vowel /i/ exhibited less skewing of

the glottal pulses, as noted in a more symmetric waveform and reduced MFDR, and

also a reduced AC flow. These observations fit with observations from chapter 3 and

with the less proportional relation between MFDR and SPL for this vowel, as noted

previously through numerical simulations [150]. It was also observed that the degree

of glottal airflow pulse skewing appeared to vary with the glottal conditions, where
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less significant DC components (i.e., chest register) had more pronounced coupling

effects.

Obtaining the “true” glottal airflow via uncoupled inverse filtering allowed a simple

yet accurate estimation of glottal aerodynamic parameters from neck surface accel-

eration through the subglottal branch of the IBIF model. This subglottal inverse

filtering yielded very close estimates with respect to the current criterion standard

(CPIF of CV mask recordings) of glottal airflow measures commonly used in clinical

practice. A particularly low error was found for AC flow and MFDR, both of great

clinical interest to detect vocal hyperfunction. Comparing these results with previous

efforts [35, 36] elucidated the importance of the proposed transmission line model of

the subglottal system, the added compliance of the skin, and the calibration with the

oral airflow mask via waveform matching and RMSE minimization. The subglottal

IBIF model could be used as an independent entity of the dipole model and applied

to the ambulatory monitoring of vocal function. However, changes of the skin prop-

erties due to neck movements, certain vowel dependency, and other related factors

need further attention, particularly when applying the method for running speech.

Future efforts will be devoted to explore the factors that control the changes in the

skin properties and potentially optimize single values for the ambulatory assessment

of vocal function.

Exploration of inverse filtering using the coupled version of IBIF provided strong

evidence that the skewing of the glottal airflow pulses was produced by acoustic cou-

pling. This finding was suggested decades ago through numerical simulations but

had not been properly validated using actual speech recordings. Estimates of the

uncoupled airflow were obtained from oral airflow and from neck surface accelera-

tion measurements, indicating that both components are interconnected and both

tract impedances are needed in the inverse filtering process. For each case, clear de-

skewing of glottal airflow pulses was observed, particularly in those cases where the

skewing was more pronounced. The impedance analysis suggested that cases where

a stronger DC flow component was present had slightly lower mean impedances and
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less pronounced coupling (i.e., skewing of the glottal airflow pulses). The results of

the de-coupling experiments relate the ideal airflow source to the glottal area, as has

been suggested in previous studies.

Different types of glottal impedances were studied, and the time-invariant type

was found insufficient to represent the coupling phenomenon. Even though the time-

varying impedances did not explicitly assumed a parallel gap configuration, the results

are well-aligned with such behavior. This finding is consistent with previous repre-

sentation of incomplete closure as a parallel impedance [14, 15]. Among the time-

varying expressions, the nonlinear version yielded the best estimates for synthetic

speech while the linearized version that used a mean coefficient kt yielded the best

estimates for actual human speech recordings. However, the nonlinear impedance

exhibited more unstable behavior and violated the assumptions of the dipole model.

The remaining case, based on linearized glottal impedance with a time-varying orifice

discharge coefficient, was not sufficiently accurate during the change from convergent

to divergent and yielded distortions. This behavior may be related to the fact that

the orifice discharge coefficient term arises from experimental data from a physical

model with physiological differences and that it was simply adapted to follow the

derivative of the glottal area. Further studies are needed to more accurately adapt

time-varying versions of the glottal impedance. The uncertainty of the impedance

estimates was primarily affected by the glottal area estimates, as phenomena such

as arytenoid hooding and the assumption that a constant calibration feature could

severely alter the estimated values. Further work is needed to improve the estimates

of this important quantity from laryngeal high-speed video.

6.5 Conclusions

This chapter integrated simulations, experiments, and the knowledge acquired

during the complete thesis research. A transmission line based inverse filtering was

used to estimate parameters of the glottal airflow from neck surface acceleration



184

measurements with high accuracy. The same model was used to study the effects of

acoustic coupling for different vowels and glottal configurations. The results indicated

that accurate estimates of glottal airflow can be obtained from uncoupled inverse

filtering models, which facilitates the application of the proposed subglottal inverse-

filtering scheme in the ambulatory assessment of vocal function. The effect of coupling

on the glottal airflow in human speech recordings indicated that the skewing of the

glottal pulse is related to the effects of acoustic coupling. That said, it was also noted

that the the degree of coupling was not necessary related to the degree of skewing,

as cases with incomplete glottal closure exhibited large coupling but less skewing of

the glottal pulses, matching prediction from the numerical simulations in chapter 3.

This indication of the importance of coupling was most evident from human speech

recordings and their analysis.
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7. CONCLUSIONS

The principal aims of this thesis research were to investigate the effects of com-

plete and incomplete glottal closure on source-filter interactions and inverse filtering

of speech sounds. Four research components were undertaken to address this goal:

1) numerical simulations of acoustic coupling, 2) experiments of tissue instabilities

due to acoustic coupling, 3) biosensing evaluation of neck surface acceleration, and

4) experiments on inverse filtering with and without acoustic coupling. Observations

from numerical simulations provided evidence that supported previous studies as well

as contributed many new insights on the nature of the coupling during incomplete

glottal closure. The effect of acoustic coupling was also observed in human subjects

through in vivo recordings of vocal fold tissue motion under strong coupling condi-

tions. These findings supported the representation of source-filter interaction based on

impedance representations of the system components, for which an impedance-based

description was applied to a novel inverse filtering method. Such a scheme allowed

for assessment of the effects of acoustic coupling through a variable glottal impedance

during the glottal airflow retrieval process. It was found that glottal coupling was not

needed to estimate “true” airflow parameters from either oral airflow or neck surface

acceleration for complete and incomplete glottal scenarios. This finding, along with

a revision of related biosensing issues, highlighted the potential clinical applications

of neck surface acceleration for the ambulatory assessment of vocal function. The

addition of glottal coupling in the proposed inverse filtering scheme ascertained the

skewing of the glottal airflow pulses as an effect of coupling, as observed in real and

synthetic speech. In addition, observations on human subjects supported findings

from numerical simulations on the effects of incomplete glottal closure.



186

Numerical simulations of acoustic coupling for complete and incomplete glottal

closure illustrated that incomplete glottal closure does alter the interaction and energy

transfer during phonation. It was observed that during incomplete glottal closure,

mean glottal impedance was reduced and acoustic coupling increased. However, such

stronger coupling did not generate significant skewing or ripples in the glottal pulses

(effects referred to as harmonic distortion) for this condition. The offset in the glottal

area increased the coupling and made it proportional to a transglottal pressure term

that was smooth and relatively proportional to the glottal area. This finding could

be explained based on Titze’s airflow solver [59], which also matched the coupling

transfer function principles that described changes in glottal airflow pulses in terms

of the system impedances.

Variations of acoustic coupling were noted between vowels, where more than one

formant was needed to account for the differences in the interaction, thus supporting

the need for a complete tract impedance representation [17]. Although the overall

degree of coupling increased during incomplete closure, the differences between vowels

were maintained. It was noted that higher MFDR and H1-H2 glottal measures were

indicative of the degree of harmonic distortion and a lower AC airflow measure was

related to the degree of coupling. These measures exhibited the same trends when

evaluated in human subject recordings.

The proposed scheme to incorporate a parallel glottal gap in the self-sustained

model was shown to replicate human subject data [39, 189], mimicked previous de-

scriptions of closed phase ripples based on parametric representations [14, 15], and

reduced the energy transfer from the fluid to the tissue motion that, when com-

pensated with an increased subglottal pressure, also matched observations of vocal

hyperfunction [25]. The parallel gap representation was shown to better mimic the ef-

fects introduced by DC offset in normal human speech than other methods associated

to abduction and pre-collision. Future studies on numerical modeling are proposed

to validate assumptions from the model through acoustical experiments on near field

conditions.
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The biosensing experiments indicated that bioacoustic sensors designed to capture

tissue-borne components (e.g., a light-weight accelerometer) could be corrupted by

air-borne noise. Furthermore, the technical specifications of such sensor are altered

when they were placed on soft-tissue such as skin. Experiments to account for these

changes indicated that the accelerometer used in subsequent experiments was the

least sensitive (of the sensors tested) to air-borne corruption. The signal from the

sensor was not expected to be corrupted by the subject’s own voice, but could be

affected under loud background noise conditions. These findings support the gen-

eral use of an accelerometer for the ambulatory assessment of vocal function. Future

research considers optimizing the sensor design with additional coatings and/or air

chambers for special cases where vocal assessment may be needed under loud back-

ground environments (e.g., singers in concerts).

Experiments on the effects of acoustic coupling on tissue instability suggested

that acoustic coupling did affect the tissue motion under strong coupling conditions,

as those around sign changes in the reactance of the vocal tract. Instabilities with

and without the presence of strong acoustic coupling did exhibit differences in the

unstable regime, although both were classified as subcritical Hopf bifurcations. The

acoustic coupling forces appeared to affect the anterior-posterior configuration during

the strong inertive regime, an effect that disappeared after the reactance change due

to a pitch glide crossing a vocal tract formant. These observations supported the

use of impedance representations of the complete system, which were latter used for

inverse filtering purposes. Future research is proposed to explore similar tasks with

a larger pool of subjects and investigate unstable behavior due to acoustic coupling

via numerical simulations.

Subsequent investigations integrated ideas and observations from many compo-

nents of this thesis research. Groundwork on inverse filtering illustrated that closed

phase inverse filtering yielded results comparable to those from “true” glottal airflow,

particularly when extracting measures of glottal function. A simple variation from

the scheme proposed by [32] allowed for inverse filtering of high vowels (e.g., vowel
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/i/), which was critical to explore the different effects of acoustic coupling. Results

from human subjects observation were in agreement with those where vowel /i/ ex-

hibited lower AC airflow, MFDR, and H1-H2 measures with respect to a vowel /a/.

This finding raises the question of which vowel better represents normal speech, and

how should an assessment of vocal function best be evaluated during running speech.

Future research is needed to address these important issues.

The subglottal, uncoupled impedance-based inverse filtering scheme proposed for

the acceleration signal yielded results on a par with those from closed phase inverse

filtering. The acceleration inverse filtering had a simple time-invariant implementa-

tion that primarily depended on the skin properties to represent subject specific cases.

The proposed method enhanced previous vocal system models [35, 36] by improving

the subglottal and skin properties descriptions and establishing a calibration method

via multiple cross-correlations with oral airflow. Although the scheme was unable

to retrieve steady DC components from the glottal airflow due to the AC nature of

the sensor, the most significant clinical parameters were related to unsteady mea-

sures of glottal airflow. Thus, this approach has a strong potential for application of

ambulatory monitoring of vocal function, which will be a topic of future research.

The impedance-based inverse filtering also allowed for exploring the decoupling

of the glottal airflow based on lumped expressions of the system impedances. A

time-varying version of this decoupling yielded clear glottal pulse de-skewing for all

cases. This decoupling provided a comprehensive validation using human subject data

on that the pulse skewing is a product of acoustic coupling. The clinical/practical

applications of the resulting decoupled airflow remain to be explored. Nevertheless,

the decoupling illustrated the inverse filtering did not benefit from the addition of a

glottal impedance term, i.e., the “true” glottal flow was that entering to the vocal tract

and only the tract geometry was needed to retrieve it. This observation supported

representations such as the uncoupled inverse-filtering scheme for the acceleration

signal and the closed phase inverse filtering scheme.
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[194] J. G. Švec, F. Šram, and H. K. Schutte, “Videokymography in voice disorders:
What to look for?,” Ann. Otol. Rhinol. Laryngol., vol. 116, no. 3, pp. 172–180,
2007.

[195] H. S. Bonilha, D. D. Deliyski, and T. T. Gerlach, “Phase asymmetries in nor-
mophonic speakers: Visual judgments and objective findings,” Am. J. Speech
Lang. Pathol., vol. 17, pp. 367–376, 2008.

[196] D. D. Mehta, D. D. Deliyski, S. M. Zeitels, and R. E. Hillman, “Voice production
mechanisms following phonosurgical treatment of early glottic cancer,” Ann.
Otol. Rhinol. Laryngol., vol. 119, no. 1, pp. 1–9, 2010.

[197] J. Lohscheller, U. Eysholdt, H. Toy, and M. Döllinger, “Phonovibrography:
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