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A B S T R A C T

Subglottal air pressure is a critical physiologically-based parameter that reveals fundamental pathophysiological
processes in patients with voice disorders. However, its assessment in both laboratory and ambulatory settings
presents significant challenges due to the necessity for specialized instruments, invasive procedures, and the
impracticality of direct measurement in ambulatory contexts. This study expands upon previous efforts to
estimate subglottal pressure from portable, lightweight neck-surface acceleration signals using a physiologically
relevant model of voice production combined with machine learning techniques. The proposed approach
employs a neural network architecture initially trained with numerical simulations from the voice production
model, which is subsequently refined through a domain adaptation strategy from synthetic data to in vivo
laboratory data. This proposed method provides a means to create subject and group-specific refinements of
the original neural network. For comprehensive comparisons with previous methods reported in the literature,
the proposed approach is applied to both normal and disordered voices, including cases of unilateral vocal
fold paralysis and phonotraumatic and non-phonotraumatic vocal hyperfunction. The study is divided into two
datasets, encompassing a total of 135 participants. The in vivo recordings consist of synchronous measurements
of oral airflow, intraoral pressure, and signals from a microphone and a neck-surface accelerometer. Each
participant was asked to utter/p/-vowel syllable gestures with variations in loudness, vowels, pitch, and voice
quality. Compared to previously reported approaches, the proposed method results in subject-specific models
that achieve over a 21% improvement in the estimation of subglottal pressure, as measured by root mean
square error. These findings underscore the effectiveness of a non-linear, subject-specific regression approach
in enhancing the estimation of subglottal pressure from neck-surface vibration signals.
1. Introduction

Subglottal air pressure (𝑃𝑠) is a primary factor in initiating and
maintaining vocal fold oscillation [1], adjusting loudness [2], and
contributing to the control of the fundamental frequency [3]. Thus, the
clinical management of voice disorders would benefit significantly from
an ambulatory evaluation of this physiological characteristic. Further-
more, previous studies have shown that measures of 𝑃𝑠 are associated
with phonatory efficiency [4], vocal effort [5], and can serve as a mech-
anism to differentiate between normal and disordered voices [6–10].
Consequently, 𝑃𝑠 provides valuable information to improve methods
for the treatment, diagnosis, and prevention of voice disorders.

∗ Corresponding author.
E-mail address: matias.zanartu@usm.cl (M. Zañartu).

Several methods have been used to measure 𝑃𝑠 directly or indi-
rectly. Direct approaches include inserting a needle through the tra-
chea [11,12] or passing miniature pressure transducers transorally [13,
14], while indirect methods use esophageal balloons [15,16]. Nonethe-
less, these techniques are rarely applied in clinical scenarios due to their
cumbersome and invasive nature, as well as the need for expensive and
specialized equipment. Consequently, the most widely accepted method
involves interpolating 𝑃𝑠 as the average value of two consecutive
intraoral pressure plateaus, recorded during repetitions of /p/-vowel
syllable utterances [17]. These plateaus result from the combined
closure of the lips and the opening of the glottis before and after each
vowel segment, occurring just before and following the /p/ sounds.
This method relies on the assumption that intraoral pressure during /p/
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data mining, AI training, and similar technologies. 
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occlusion results from the equilibration of subglottal pressure produced
uring the vowel.

Recent studies have investigated methods for estimating 𝑃𝑠 using
neck-surface vibrations (NSV) recorded with an accelerometer (ACC).
These approaches leverage the existing correlation between 𝑃𝑠 and
he amplitude of the ACC signal. Their primary advantage lies in the
se of an affordable and non-intrusive sensor, a crucial requirement
or future integration into wearable systems designed for ambulatory
ssessment of 𝑃𝑠 [18]. Initial investigations of this method have pro-
osed calibrated subject-specific linear regressors to map the amplitude
f the ACC signal to 𝑃𝑠 values [19]. Subsequent efforts yielded a
trong correlation between these two parameters, particularly during

variations in vocal effort. However, it is important to note that this
correlation undergoes changes between different intensity levels in
certain individuals [20] due to the specificities of the subject.

Furthermore, the relationship between the amplitude of the ACC
signal and 𝑃𝑠 is notably affected by non-modal phonations and by the
presence of voice disorders [21,22]. To address these challenges, the
aforementioned methods were extended to include further measure-
ments of vocal function based on ACC. This extension aimed to offset
the effects of non-modal phonation and thus improve the accuracy of
𝑃𝑠 estimation [23]. Notably, this extended method exhibits superior
redictive performance in estimating 𝑃𝑠 based on NSV features for both
ormal and pathological voices [24].

Alternative research lines have employed numerical models of voice
production to estimate essential clinical parameters, such as 𝑃𝑠. Among
these approaches, the literature reports optimization-based voice inver-
sion methods [25–31], approaches based on Bayesian estimation [32–
39], and machine learning tools integrated with voice production mod-
els [40,41]. Based on this last approach, in [42], we proposed a method
sing non-linear regression to estimate 𝑃𝑠, the activation levels of two

intrinsic laryngeal muscles, and the vocal fold collision pressure, all
from ACC signals. For this purpose, we trained a Neural network (NN)
regressor using thousands of simulations obtained from a Triangular
Body Cover Model (TBCM) controlled by the coordinated activation of
ive intrinsic laryngeal muscles [43]. Validation against synthetic data

showed high performance. However, when estimating 𝑃𝑠 from in vivo
laboratory data —including both normal and pathological voices—, the
performance decreased with respect to subject-specific calibrated linear
regression approaches, as those in [24].

The aforementioned suggests the need to align the generic char-
acteristics of synthetic models to the specificities of the subject (or
peaker), or cohort (i.e., control group or pathological condition).
n this respect, domain adaptation methods aim to mitigate the dis-

tribution shift between domains by aligning the feature spaces (or
probability distributions) of the source (synthetic) and target (subject
or cohort) domains. Different domain adaptation techniques are prone
to be used. For this purpose, transfer learning (TL) is a simple but
useful domain adaptation technique commonly used [44]. TL harnesses
knowledge, specifically weights and biases, from a pre-trained model
to enhance the performance of a new one [44]. TL reduces the re-
iance on large datasets to model intricate nonlinear relationships, thus

facilitating improved performance on smaller datasets by fine-tuning
models that were originally trained for specific tasks using extensive
datasets [45]. This technique has proven highly effective in various
reas [46], including speech applications such as voice disorder classi-

fication [47], Parkinson’s disease detection [48] and assessment [49],
and Alzheimer’s disease detection [50]. Based on this, we hypothesize
hat a domain adaptation using TL can compensate for errors arising
rom differences in the feature space and distribution between synthetic
nd in vivo voice recordings when estimating 𝑃𝑠 from ACC signals using
n NN-based framework.

On the other hand, we highlight that in simulations using numerical
oice production models, the parameters are adjusted over an extensive

range without considering anatomical differences. This suggests that
he voice model primarily simulates an individual subject under various
 l

2 
conditions, not being able to capture the expected inter-subject variabil-
ity commonly observed in laboratory settings. Thus, new techniques are
equired to adapt the models to a much broader population or to the
pecific characteristics of each individual subject.

In our ongoing effort towards the ambulatory assessment of vocal
function, we propose a domain adaptation to the speaker using TL to
establish a more robust non-linear mapping between a set of ACC-based
features and 𝑃𝑠. Initially, for this purpose, we utilized an NN regressor
trained with data obtained from a synthetic voice production model.
This NN takes aerodynamic and acoustic features as inputs and returns
𝑃𝑠 as output. Later, a domain adaptation was carried out using TL to
fine-tune the NN weights using laboratory recordings. We applied TL in
two scenarios: firstly, by training a single model to estimate 𝑃𝑠 across
multiple subjects; and, secondly, by proposing subject-specific models.
In the second approach, TL adjusts the source to a target domain for
each individual subject. This subject-specific method is feasible since
the TL technique enables the recalibration of the NN model using fewer
training samples.

The novelty and contribution of this work consist of two main
spects: first, we support the idea that TL is a good strategy for

domain adaptation from synthetic to in vivo data; second, we provide
an improved subject-specific method to estimate 𝑃𝑠 from ACC signals.

The rest of the document is structured as follows: Section 2 provides
an introduction to the materials and methods employed in system
development; Section 3 offers the results; Section 4 is dedicated to
the discussion of the results; and Section 5 outlines the principal
conclusions drawn from the current study.

2. Materials and methods

The illustration in Fig. 1 presents an overview of the method to
improve the estimation of 𝑃𝑠 from the NSV recorded with an ACC using
an NN regressor. The upper block of the scheme represents the baseline

odel, which comprises an NN trained with thousands of simulations
rom a numerical voice production model as in [42]. This baseline
odel effectively maps various aerodynamic and acoustic input fea-

ures to the subglottal pressure. In the first stage, aerodynamic features
uch as the fundamental frequency (𝑓𝑜), Maximum Flow Declination
ate (MFDR), Open Quotient (OQ), Speed Quotient (SQ), Amplitude
f Unsteady Glottal Airflow (ACFL), and spectral tilt (measured as the
og-magnitude difference between 1st and 2nd harmonics, 𝐻1 − 𝐻2)
re computed from the simulated Glottal Volume Velocity (GVV) signal.
he Sound Pressure Level (SPL) is computed from the radiated pressure
imulated at the lips (𝑃𝑜𝑢𝑡). These features have already been shown to
orrelate with 𝑃𝑠 in [23,24,41,42,51]. For detailed descriptions of each

feature, see Table 1.
The bottom block fine-tunes the NN using a domain adaptation

strategy based on TL and in vivo laboratory measurements. This process
adapts the results to the specific characteristics of the cohort. For this
purpose, we freeze the initial layers of the baseline model and retrain
the subsequent hidden layers. In this second stage, the aerodynamic
input features are computed from the glottal airflow sequence, which is
obtained by processing the ACC signal using the subglottal Impedance-
Based Inverse Filtering (IBIF) model [53,54]. The SPL is estimated from
the microphone (MIC) signals, and the reference subglottal pressure is
erived from intraoral sensor pressure (PRE) measurements.

2.1. Simulated voice production

As in [42], the selected numerical model for voice production is the
TBCM for vocal folds, controlled by the coordinated activation of five
intrinsic laryngeal muscles, as detailed in [43]. This physiologically-
based model refines previous studies by integrating vocal fold postur-
ing [57], rules for controlling low-order lumped models [58], and the
TBCM itself [59]. Consequently, the model represents a symmetrical,
ow-order depiction of the vocal folds. It is regulated by adjustments in
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Fig. 1. Diagram outlining the TL procedure. Initially, a baseline regression NN is trained using synthetic data (i.e., generated from synthesizer simulations). This NN is then
fine-tuned to accurately map ACC-based vocal features to clinical estimates of subglottal pressure.
Source: Adapted from [42,43,52].
Table 1
Descriptions of the aerodynamic and acoustic features.
Source: Adapted from [55].

Feature Description Units

𝑓𝑜 Fundamental frequency Hz
MFDR The maximum flow declination rate is determined

by the negative peak in the first derivative of the
glottal airflow.

𝑙
𝑠2

OQ The ratio between the duration of the glottal
opening within a vibratory cycle and the total
period of that cycle.

%

SQ The ratio between the opening and closing time of
the glottal vibratory cycle.

–

ACFL The range of the AC glottal airflow amplitude,
computed as the difference between its peak and
trough values within each glottal cycle.

𝑚𝑙
𝑠

𝐻1 −𝐻2 Difference in level (in decibels) between the first
harmonic (𝐻1) and the second harmonic (𝐻2)

dB

SPL The sound pressure level can be directly computed
from the root mean square (RMS) of the
microphone signal’s envelope, calibrated in pascals.
Alternatively, it can be derived from the RMS
magnitude of the ACC signal, as detailed in [56].

dB SPL

aerodynamic lung pressure (𝑃𝐿), and the normalized levels of activation
of several muscles: thyroarytenoid (𝑎𝑇 𝐴), cricothyroid (𝑎𝐶 𝑇 ), interary-
tenoid (𝑎𝐼 𝐴), lateral cricoarytenoid (𝑎𝐿𝐶 𝐴), and posterior cricoarytenoid
(𝑎𝑃 𝐶 𝐴).

Furthermore, our numerical model accounts for interactions be-
tween tissue, fluid, and acoustics at the glottis by employing subglottal
and supraglottal tract models [60]. The model also simulates sound
wave propagation through the vocal tract to estimate the 𝑃𝑜𝑢𝑡 [61]. For
more in-depth information on the model, please refer to the compre-
hensive descriptions provided in [43,59].

From this synthetic voice production model, we generate thousands
of sustained vowel simulations to replicate the physiological behavior
of different phonatory conditions. These simulations are based on vocal
tract area functions representative of typical male [62] and female [63]
vocal tracts. For each vocal tract configuration, we vary the simulation
3 
Table 2
Range and step settings of model control parameters used in simulations to create the

synthetic dataset.
Source: Adapted from [42].

Parameters Range Step

𝑎𝑇 𝐴 and 𝑎𝐶 𝑇 0–1 0.1
𝑎𝐿𝐶 𝐴 and 𝑎𝐼 𝐴 0.2–0.8 0.1
𝑎𝑃 𝐶 𝐴 0–0.1 0.1
𝑃𝐿 (Pa) 500–2000 150

control parameters within the range and steps specified in Table 2. The
range of the control parameters does not ensure a universal synthetic
model but is considered wide enough for a wide range of phonation
modes.

Subsequently, we isolated the final 50 ms of the simulated GVV
signal to remove transient artifacts. We then low-pass filtered the
signal using a 10th-order Chebyshev II filter with a cutoff frequency of
1100 Hz, and high-pass filtered it with a 4th-order Butterworth with a
cutoff frequency of 60 Hz to match the typical frequencies of laboratory
recording signals [10]. Filtering was applied bidirectionally to achieve
zero-phase distortion. Following this, we computed the mean of six
aerodynamic features listed in Table 1 and determined the SPL from
the simulated sound pressure at the lips (𝑃𝑜𝑢𝑡). This is calculated as SPL
= 20 log10(𝑃𝑜𝑢𝑡∕2 × 10−5). Samples that did not meet the clinical registry
criteria, such as an ACFL below 30 ml/s or a 𝑓𝑜 outside the 120–400 Hz
range, were discarded [55]. In total, our synthetic dataset comprised
13,000 samples, (9000 for males and 4000 for females) with vocal tract
configurations for the vowels /æ/and /A/, in the same proportion.

2.2. In vivo laboratory recordings

The reference for 𝑃𝑠 was derived from two datasets, each con-
taining in vivo laboratory recordings. These recordings included data
about Oral Airflow Volume Velocity (OVV), Intraoral Pressure (IOP),
audio recorded with a microphone, and neck surface vibration col-
lected with an ACC. The recordings of both datasets were made in a
sound-treated environment to ensure signal integrity. The vocal health
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diagnoses were provided by a board-certified laryngologist and a li-
ensed speech-language pathologist in a team evaluation [9,21,22].

Clinical voice assessment included an auditory-perceptual evaluation,
laryngeal stroboscopic examination, patient-reported quality of life rat-
ings, and objective documentation of aerodynamic and acoustic voice
haracteristics. All participants signed an informed consent before their
articipation in the study. Descriptions of each of these databases are
rovided in the following.

2.2.1. Laboratory dataset 1 (LD1)
The participants in these laboratory recordings consisted of seventy-

nine adult women, all without a history of vocal disorders and with
normal vocal status verified by laryngeal endoscopic evaluation, audi-
tory perception evaluation of voice, and auditory screening performed
y a licensed speech-language pathologist. The mean age of this cohort
as 29.6 years with a standard deviation of 13.0 years. Each participant
as instructed to produce sequences of /pæ/syllables under distinct

oudness conditions: soft, comfortable, and loud. LD1 has been used
n several previous research studies, as mentioned in [9,10,42,52].

As detailed in [52], the laboratory equipment used for LD1 included:
 microphone (model MKE104, Sennheiser®, Electronic GmbH, Wede-

mark, Germany), positioned 10 cm away from the mouth to capture
acoustic pressure with a bandwidth ranging from 0 to 6000 Hz; a pneu-
motachograph mask (model PT-2E, Glottal Enterprises®, Syracuse, NY),
equipped with circumferential vents and offering a bandwidth of ap-
proximately 1100 Hz to measure OVV; a low-bandwidth pressure sensor
(model PT-25, Glottal Enterprises®), positioned inside the mouth via
an oral catheter to measure IOP; and a BU-27135 sensor from Knowles
Corp.®, Itasca, IL, USA, to capture NSV. The signals were subjected to a
low-pass filter at 8000 Hz, employing the CyberAmp® Model 380, also
from Axon Instruments®, Inc., and sampled at a rate of 20 kHz with 16
bits using Digidata® 1440 A equipment, also from Axon Instruments®,
Inc. OVV, IOP, and MIC signals were calibrated into physical units
—ml/s, cm 𝐻2𝑂, and Pa, respectively— as described in [9].

2.2.2. Laboratory dataset 2 (LD2)
This dataset contains speakers divided into four distinct cohorts:

en patients with non-phonotraumatic vocal hyperfunction (NPVH), ten
ith phonotraumatic vocal hyperfunction (PVH), ten with unilateral
aralysis of a vocal fold (UVFP), and 26 individuals with no history of
oice disorders (control group). Table 3 provides detailed demographic

information for each cohort. Participants were instructed to produce
/p/-vowel syllables repetitively, modulating their loudness from loud to
soft, in three distinct vowel contexts: /pa/, /pi/, and /pu/. In contrast
to LD1, the method of eliciting /p/-vowel pairs with progressively
decreasing loudness facilitated a more comprehensive collection of
the spectrum of 𝑃𝑠 [4]. Details regarding this dataset can be found
in [21,23] for the control groups and in [22,24] for the pathological
cohorts.

For these dataset recordings, the laboratory equipment is detailed
n [21,22] and summarized as follows: a head-mounted condenser

microphone (model ME 102, Sennheiser®, Electronic GmbH, Wenne-
bostel, Germany) placed 15 cm away from the participants’ lips; a
pneumotachograph mask made by Glottal Enterprises® (Syracuse, NY,
USA), with dedicated sensors PT-2E for measuring OVV and PT-75
for IOP; and an ACC sensor (BU-27135, Knowles Corp.®, Itasca, IL,
USA) securely fastened halfway between the suprasternal notch and
he thyroid prominence using double-sided hypoallergenic tape (Model
181, 3M®, Maplewood, MN, USA). The ACC signal was collected
sing a sampling frequency of 11,025 Hz and 16 bits of quantization,
acilitated by an Android® smartphone. The remaining signals were
ampled and low-pass filtered in a manner similar to those in LD1,

employing Digidata 1440 A and CyberAmp Model 380, respectively,
both from Axon Instruments®. Ultimately, the signals were calibrated
into physical units, adhering to the methodology outlined in [24].
4 
Table 3
Comparative demographic statistics for the different cohorts in LD2.

Source: Adapted from [22].
Cohorts Speakers Mean (SD) Age

Female Male Age Range

Control 18 8 31 (13) 19-50
PVH 10 0 29 (18) 18-62
NPVH 7 3 35 (11) 19-64
UVFP 6 4 45 (15) 22-60

2.3. Laboratory data pre-processing

First, the sequences obtained from the microphone, pneumotacho-
graph mask, and ACC were segmented.

For LD1, signals were segmented at the vowel boundaries following
he criteria outlined in [9]. In LD2, segmentation was carried out by

identifying sounding/silent intervals in the acoustic signal recorded
with the MIC using Praat® v.6.0.30 [64], as detailed in [23]. The reason
for the differences in the segmentation procedure for both corpora
ies in the different acoustic materials recorded. Additionally, in both
atasets, each vowel segment of the OVV signal was filtered using a
0th-order Chebyshev II low-pass filter, adjusted to the bandwidth of
he pneumotachograph mask (1100 Hz) [9]. The IOP signal was filtered

using a 5th-order Butterworth low-pass filter with a cutoff frequency of
80 Hz [21].

Glottal airflow based on OVV was obtained through standard in-
erse filtering, applied to a stable window of 50 ms in the middle of

vocalic segments of a given /pæ/syllable. The filtering technique uses
a single-notch filter, characterized by a unity gain in DC and a pair
of complex conjugate zeros, specifically targeting the first resonance
frequency of the vocal tract, as detailed in [65,66]. In LD1, the OVV
signal was obtained only for the syllable /pæ/closest to the mean SPL
value for each loudness condition, using the same criterion as in [9].
For LD2, it was obtained for each vowel segment present in every
phonation sequence.

Following this, the IBIF model was employed to derive ACC-based
glottal airflow from the same 50 ms segments of the vowels. The IBIF

ethod employs mechano-acoustic impedance representations [53]
and incorporates a calibration process to determine subject-specific
parameters, including neck-skin surface characteristics, tracheal length,
and ACC placement, as detailed in [53,55,67]. A Particle Swarm Op-
timization approach [68] was used to determine model parameters by
minimizing the error between the waveforms of the OVV-based glottal
airflow and those obtained from the inverse filtered ACC signal.

The aerodynamic and acoustic features listed in Table 1 were com-
uted from the glottal airflow signal derived using IBIF. The SPL was

obtained from the calibrated acoustic signal and aligned to the same
vowel segments of the ACC signal. The reference values for 𝑃𝑠 were
extrapolated as the mean value of two consecutive IOP plateaus, oc-
curring just before and after each vowel segment. Finally, we obtained
a total of 237 tokens for LD1 and 15,160 tokens among the four groups
of LD2.

2.4. Domain adaptation from simulated voice production to in vivo record-
ings

TL is a powerful domain adaptation technique used in machine
learning that offers an alternative approach to traditional training

ethods. Instead of training a model from scratch using domain-
specific data, TL leverages previously trained models on different do-
mains, tasks, or distributions. This technique was formally defined
in [44] as:

‘‘Given a source domain 𝑆 and learning task 𝑆 , and a target domain
 and learning task  , TL aims to help improve the learning of the target
𝑇 𝑇
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predictive function 𝑓 (⋅) in 𝑇 using the knowledge in 𝑆 and 𝑆 , where
𝑆 ≠ 𝑇 or 𝑆 ≠ 𝑇 .’’

Here, the domain is defined by a tuple composed of a feature
pace  and a marginal probability distribution 𝑄(𝑋), regarding the

target variable, represented as  = { , 𝑄(𝑋)}. Complementary,
he learning task comprises the label space  and the conditional
robability distribution 𝑄(𝑌 |𝑋), represented as  = { , 𝑄(𝑌 |𝑋)} [44].

According to the former TL definition, the condition 𝑆 ≠ 𝑇 implies
that 𝑆 ≠ 𝑇 or 𝑄𝑆 (𝑋) ≠ 𝑄𝑇 (𝑋). Similarly, 𝑆 ≠ 𝑇 implies that either
𝑆 ≠ 𝑇 or 𝑄𝑆 (𝑌 |𝑋) ≠ 𝑄𝑇 (𝑌 |𝑋).

In our regression problem, the synthetic and laboratory data repre-
ent 𝑆 and 𝑇 , respectively. The subglottal pressure estimation is the
earning task, thus (𝑆 = 𝑇 ). Previously [42,51], it was assumed that
𝑆 = 𝑇 and 𝑆 = 𝑇 , treating the problem as a traditional machine

earning approach. However, simulations from the numerical voice
roduction model are approximations of the real three-way interaction
sound, flow, and vocal fold tissue) at the glottal level. Consequently,
ince 𝑆 ≠ 𝑇 and 𝑄𝑆 (𝑋) ≠ 𝑄𝑇 (𝑋), it follows that 𝑆 ≠ 𝑇 . Therefore,

our regression problem aligns with the TL definition.
The approach utilized in this study, referred to as fine-tuning or pa-

rameter transfer [46,69], entails substituting the final or several layers
of a base model with tailored layers for the desired task. Throughout
training, the parameters of the pre-trained model are refined via ongo-
ing back-propagation. This fine-tuning procedure enables the model to
better conform to the nuances of the target learning objective.

In this study, the TL framework is applied to two distinct scenarios,
iming to demonstrate improvements in the estimation of 𝑃𝑠 compared

to state-of-the-art results. Firstly, we refine a single regression model
to estimate 𝑃𝑠 for various subjects, as explored in [42]. Secondly, we
implement a subject-specific adaptation of the model, aligning our
pproach with the methodologies described in [21–23]. These two

approaches aim to enhance the accuracy and applicability of subglot-
tal pressure estimation from the neck-surface acceleration in diverse
subject settings.

2.5. Baseline NN architecture and fine-tuning strategy

The baseline model is a regressor based on a Multilayer Perceptron
NN. The input layer comprises seven features, including aerodynamic
(𝑓𝑜, MFDR, OQ, SQ, ACFL, 𝐻1 −𝐻2) and acoustic (SPL) features. The
output of the NN is 𝑃𝑠. Each interconnected hidden layer comprises
a rectified linear unit and a dropout layer. The search space for the
hyperparameters of the baseline model was tuned using Talos® [70]
ollowing a 5-fold cross-validation strategy on the synthetic dataset

(Table 4). The best-performing model comprises three hidden layers
with 256, 128, and 64 neurons, respectively, each with a dropout rate
f 0.1, and was trained using a batch size of 64. This configuration was
elected as the baseline for all subsequent experiments.

The baseline regression model was adapted following a TL strategy
by sequential layer freezing and additional training with laboratory
datasets. Initially, we aimed to develop a general model capable of
estimating 𝑃𝑠 for a universal population and for certain cohorts. In the
second stage, we focused on developing subject-specific models. The
ptimal performance of the TL strategy was achieved by sequentially
reezing the hidden layers. This approach enabled the system to retain

high-level features from the source domain of the baseline model while
adapting to the target domain by retraining the unfrozen layers. The
effectiveness of these models was validated through cross-validation.

Baseline model training and fine-tuning for domain adaptation were
carried out using the Adam optimization algorithm with mean squared
error (MSE) as a loss function. The PyTorch® Lambda learning rate
schedule was used, initialized at 0.001. For all experiments, the syn-
thetic and laboratory data were Min–Max normalized. The regression
models in this study were trained and tested on a Google Colab®
virtual machine, powered by two Intel® Xeon® CPUs @ 2.00 GHz,
using Python® (v.3.6.9) and the PyTorch library (v.2.1.0).
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Table 4
Search space for the hyperparameters of the baseline model.

Hyperparameters Values

Hidden layer 2, 3, 4, 6
Neurons by layer 32, 64, 128, 256
Dropout rate 0.1, 0.2
Batch size 8, 16, 32, 64

3. Results

The regression performance for estimating 𝑃𝑠, both in general and in
subject-specific cases, is measured using several metrics: the coefficient
of determination (𝑅2), the root-mean-squared error (RMSE), the mean
absolute error (MAE), and the mean absolute percentage error (MAPE).
These metrics were chosen for their ability to provide a comprehensive
assessment of model accuracy and to provide a quantitative comparison
with previous work. In all experiments, we compare model performance
with and without domain adaptation in order to investigate if this new
approach leverages pre-trained knowledge for enhancing accuracy and
efficiency compared to models trained without pre-existing knowledge.

3.1. General adapted model for the estimation of 𝑃𝑠

The initial set of experiments was designed to evaluate the interest
in applying a domain adaptation strategy to get a universal model
and/or a model for each cohort (i.e., applicable to every potential
subject belonging to a certain pathological condition). Thus, in this
step, models are supposed to be subject-agnostic.

Initially, we adapted the baseline NN model that was trained us-
ing synthetic data to the domain of LD1 (which includes data from
76 subjects). The adaptation was evaluated using a 10-fold strati-
fied subject-independent cross-validation strategy, ensuring that the
peakers did not overlap between different folds. This adaptation was

strategically chosen to test the model’s ability to generalize across di-
verse subjects. Subsequently, in a second adaptation phase, we adapted
the NN for each specific cohort within LD2. Although LD2 has a larger
umber of samples, it involves a smaller number of subjects. Therefore,
o assess the performance of the model for each cohort in LD2, we used

a leave-one-subject-out cross-validation approach. This methodology is
articularly advantageous for datasets with a limited number of sub-
ects, as it facilitates exhaustive testing and validation on an individual
ubject basis, maximizing the utilization of the available data.

3.1.1. Estimation of 𝑃𝑠 from LD1
The results in Table 5 show the error metrics obtained (for the

estimation of 𝑃𝑠) when the model is trained from scratch and fine-
tuning the baseline model —originally trained using the physiological
voice synthesizer— via TL with sequential freezing of its hidden layers.
This process leads to a universal, general-adapted model, which is
agnostic to the specificities of the subject and/or of the cohort. Optimal
performance was observed when only the first hidden layer was frozen.
Under this condition, there was a decrease in all error metrics and
an increase in the coefficient of determination. Notably, increasing the
number of frozen hidden layers correlated with elevated error metrics,
indicating the disparities between domains (i.e., synthetic signals and in
vivo laboratory recordings). Furthermore, the improvements achieved
through TL, in contrast to training the model from scratch, suggest
that freezing the first hidden layer of the baseline model contributes
significantly to the robustness of our non-linear regression estimation.

The optimal performance results (achieved with only the first hid-
den layer frozen) demonstrate an improvement over our previous
work [32], which used a simple NN with 2 hidden layers and 4 neurons
per layer, trained solely on a synthetic dataset. In that study, for the
ame laboratory data, the estimation metrics of 𝑃𝑠 yielded an RMSE

of 2.48 cm 𝐻 0, an MAE of 1.84 cm 𝐻 0, a MAPE of 24. 9%, and an
2 2
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Table 5
General adapted universal model for the estimation of 𝑃𝑠. Error metrics for an NN
training using a random initialization and a TL strategy from synthetic data with
sequential frozen layers (FL)

TL FL RMSE MAE MAPE 𝑅2

(cm H2O) (cm H2O) (%)

– 2.51 ± 0.45 1.93 ± 0.36 23.27 ± 9.49 0.63
✓ 0 2.59 ± 0.47 1.99 ± 0.37 24.37 ± 9.58 0.60
✓ 1 2.30 ± 0.41 1.77 ± 0.28 21.38 ± 8.64 0.69
✓ 2 2.65 ± 0.56 1.99 ± 0.40 23.34 ± 7.85 0.58
✓ 3 4.64 ± 0.68 3.50 ± 0.47 41.30 ± 14.03 −0.26

Note: 1 cmH2O = 98.0665 Pa.

Fig. 2. Comparison between the estimates from the NN and the corresponding
laboratory estimations of 𝑃𝑠, for the previous work [42] and using the current approach.
The diagonal line represents a perfect matching in the theoretical sense (1:1).

𝑅2 of 0.65. In Fig. 2, a scatter plot contrasts the estimated 𝑃𝑠 against
the reference subglottal pressure, comparing our previous work (blue
dots) with the universal model of the current approach (red dots). To
ensure a comprehensive comparison, the plot compiles the results of the
validation set using a 10-fold cross-validation. Generally, the results
obtained with the TL strategy align more closely with the blue line,
representing a one-to-one correspondence between the reference and
the estimated 𝑃𝑠 values. Importantly, the domain adaptation using TL
yields estimations of 𝑃𝑠 in ranges where our previous NN model was
less effective, especially for 𝑃𝑠 values below 5 cm H20. This improve-
ment is quantitatively manifested as an increase of 0.04 absolute points
in the coefficient of determination when applying TL.

Despite these improvements, the similarity in the distribution of
outlier points between the previous NN and the current TL-based
approach reflects the inherent inter-subject variability present in the
dataset. This highlights two critical aspects: first, while synthetic data
can mimic certain population-level characteristics, it may fail to capture
the full extent of variability in individual subjects; second, the stratified
subject-independent cross-validation strategy in TL reveals limitations
in generalization due to the relatively small population size of LD1 (79
subjects). These observations support the potential value of a subject-
specific modeling strategy, which could better account for individual
variability and further improve the estimation of 𝑃𝑠.

3.1.2. Estimation of 𝑃𝑠 from LD2
Table 6 presents the results for the estimation of 𝑃𝑠 for the control

and pathological cohorts (i.e., PVH, NPVH and UVFP). When TL is ap-
plied to our model, we observe notable improvements in error metrics.
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Table 6
Error metrics for the general adapted models for the estimation of 𝑃𝑠, trained with and
without TL, and for cohorts: Control, PVH, NPVH, and UVFP.

Group TL RMSE MAE MAPE 𝑅2

(cm H2O) (cm H2O) (%)

Control 2.12 ± 0.92 1.66 ± 0.70 23.64 ± 8.72 0.57
✓ 2.03 ± 0.81 1.60 ± 0.61 23.16 ± 9.43 0.61

PVH 3.46 ± 1.64 2.58 ± 1.28 30.45 ± 12.16 0.38
✓ 3.16 ± 1.57 2.40 ± 1.15 30.26 ± 12.57 0.47

NPVH 3.46 ± 1.83 2.81 ± 1.62 33.51 ± 14.29 0.20
✓ 3.19 ± 1.61 2.57 ± 1.34 33.08 ± 14.60 0.33

UVFP 5.18 ± 2.45 4.43 ± 2.40 59.12 ± 43.64 −0.14
✓ 4.68 ± 2.23 4.02 ± 2.15 57.04 ± 42.44 0.04

For example, in the case of the average RMSE, we observe a 4.2%
improvement for the control group, while for the pathological cohorts,
the improvement ranges from 7.8% to 9.7%. These results support
the idea that maintaining some parameter learning from synthetic
data provides better generalization compared to training the model
from random initialization. It is worth noting that the error metrics
in the control group are generally lower compared to the pathological
cases. These differences in the estimations are consistent with the
observations made in our previous work [24] and can be attributed
to the high intrapathological variability. Specifically, patients with
UVFP exhibited the highest RMSE, which may be due to effect of the
pathology. For example, during laboratory recordings, patients with
UVFP experienced more difficulty maintaining a steady pitch, changing
pitch, and managing breath control [22]. Furthermore, a recent study
employing high-speed video analysis revealed that a patient with UVFP
exhibited chaotic behavior in the vibration dynamics of the vocal
folds [71].

Fig. 3 contrasts the RMSE of the estimation of 𝑃𝑠 using TL with
two methods reported in the literature. Method 1 consists of an em-
pirically derived formula proposed by Titze et al. in [72] that 𝑃𝑠
computed using only SPL measurements and 𝑓𝑜. Method 2 is NN-
trained using only synthetic data. These bar graphs show a reduction
in both the mean and standard deviation of the RMSE for the TL-
based approach, particularly in the control group. Applying a one-way
analysis of variance (ANOVA) to the control group revealed an F-value
of 6.15 (p = 0.0033), indicating a significant difference among the
methods. Subsequently, for the same control group, a post-hoc analysis
using Tukey’s Honestly Significant Difference (HSD) test [73] identified
statistical differences between Method 1 and the TL-based one (p =
0.0066); as well as between the Method 2 and the TL-based one (p
= 0.013). The Cohen’s d values for these comparisons were −0.37
and −0.28, respectively, suggesting small to medium effect sizes. In
pathological cohorts, the ANOVA analysis did not reveal significant dif-
ferences between the methods, with all p-values above the conventional
significance threshold of 0.05.

3.2. Subject-specific models for the estimation of 𝑃𝑠

In this step, we search for specific models adapted to a specific
subject.

Subject-specific models were also developed following a TL strategy
from the initial synthetic model. The mean results for all subjects by
groups are shown in Table 7. Results were obtained using a 5-fold cross-
validation as in [23]. The results show that for subject-specific models,
the domain adaptation using TL also improves the estimation (in con-
trast to being trained from scratch). For all four pathological cohorts, it
is evident that the error metrics are lower for the subject-specific mod-
els (compared to the general NN). This is directly associated with the
fact that constrained data to unique subjects discards the inter-subject
variability.
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Fig. 3. Comparison of RMSE obtained for the general estimation of 𝑃𝑠 and for the
three methods used: proposed NN with TL; empirical equation (Method 1); and, NN
trained exclusively with synthetic data (Method 2).

In Fig. 4, we contrast the RMSE results of our subject-specific
NN with TL against other subject-specific methodologies from the
literature. Method 3, a linear regression model that estimates 𝑃𝑠 from
the RMS magnitude of the ACC signal, is detailed in [21]. Method 4,
which uses a multilinear regression function that combines RMS with
additional ACC-based features, is described in [23]. The bar plots in the
figure illustrate that our subject-specific NN with TL provides a lower
average RMSE in the estimation of 𝑃𝑠. It is important to highlight that,
in Fig. 4, the bars indicate the mean of the best estimations for each fold
and method to facilitate a direct comparison with the results reported
in [24].

The two-way ANOVA performed on RMSE for the estimation of 𝑃𝑠,
reported a cohort (i.e., Control, PVH, NPVH and UVFP) factor of F =
9.39 (p < 0.0001), and a method (i.e., Method 3, Method 4, and subject-
specific NN) factor of F = 21.07 (p < 0.0001), which reveals significant
differences in the average RMSE associated with each method for
the different cohorts. Subsequent post-hoc analyses using Tukey HSD
indicate that Method 3 and Method 4 have significantly higher error
rates compared to the subject-specific NN, with mean differences of
−0.75 (p = 0.001) and −0.37 (p = 0.008), respectively. Additionally, the
effect sizes, measured by Cohen’s d, show that the difference between
the subject-specific NN and Method 3 is d = −1.17, representing a
large effect size, while the difference between the subject-specific NN
and Method 4 is d = −0.64, indicating a medium to large effect size.
These statistical analyses support the notion that subject-specific NNs
are more accurate and produce fewer errors compared to other methods
based on subject-specific calibration.

4. Discussion

The integration of machine learning with a physiologically relevant
voice synthesizer offers several advantages. Notably, it facilitates access
to clinically hard-to-measure vocal features, such as subglottal pressure,
muscle activation, and vocal fold contact pressure [42]. Its training
process encompasses thousands of simulations, covering a compre-
hensive range of sustained vowel phonation. While numerical voice
production models can provide a good representation of the phonatory
process, the signals derived from these models are approximations to
the intricate relationships between human vocal fold physiology and
voice production.

However, it is essential to recognize that models trained with syn-
thetic data rely on the assumption that the training domain (synthetic
data from the numerical voice production model) and the target domain
(laboratory data referenced to 𝑃 ) occupy the same feature space and
𝑠
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Fig. 4. Comparison of the mean RMSE for the best fold of subject-specific NN
estimation among three methods: proposed NN with TL; linear regression model
(Method 3); and, multi-linear regression model (Method 4).

Table 7
Error metrics for the estimation of 𝑃𝑠 using subject-specific models, trained with and
without TL, and for cohorts: Control, PVH, NPVH, and UVFP. Results are averaged for
every subject-dependent model.

Group TL RMSE MAE MAPE 𝑅2

(cm H2O) (cm H2O) (%)

Control 1.34 ± 0.43 1.04 ± 0.35 14.85 ± 3.97 0.78 ± 0.16
✓ 1.24 ± 0.39 0.97 ± 0.32 14.17 ± 3.23 0.81 ± 0.14

PVH 1.97 ± 0.80 1.50 ± 0.58 17.42 ± 4.96 0.71 ± 0.18
✓ 1.88 ± 0.72 1.42 ± 0.50 17.13 ± 5.63 0.73 ± 0.18

NPVH 1.99 ± 1.01 1.56 ± 0.86 18.55 ± 5.86 0.63 ± 0.22
✓ 1.91 ± 0.98 1.51 ± 0.84 17.91 ± 6.36 0.68 ± 0.20

UVFP 2.14 ± 0.75 1.68 ± 0.59 22.84 ± 14.07 0.48 ± 0.37
✓ 2.02 ± 0.66 1.61 ± 0.52 22.42 ± 13.29 0.55 ± 0.28

share identical distributions. However, domain shifts are expected due
to the cohort (i.e., control or pathological group), but also due to the
speaker specificities. Thus, evidence suggests that domain adaptation is
crucial to improving model performance.

Our study shows notable advances in the estimation of 𝑃𝑠 from NSV
recorded using the ACC. We found that using NN initially trained on a
synthetic voice production model and subsequently adapted using in
vivo laboratory data significantly improves the estimation of 𝑃𝑠. This
method outperformed existing approaches in both control subjects and
those with voice pathologies, marking a substantial improvement over
previous work. These findings are particularly promising for developing
advanced, noninvasive assessment tools of 𝑃𝑠 for clinical and ambula-
tory applications, which could offer new pathways for the diagnostic
and therapeutic strategies of voice disorders.

The effectiveness of the methods that integrate NN with a numerical
voice production model correlates with the ability of the model to
accurately replicate laboratory data distributions [40]. In our previous
work [42], we applied bias corrections to the synthetic 𝑃𝑠 and SPL
features to reduce the range and distribution discrepancies between
clinical and synthetic datasets. This procedure forced 𝑆 = 𝑇 to treat
the problem as a traditional machine learning approach. In the current
study, we found that domain adaptation using TL is able to address
these discrepancies by fine-tuning the final layers of the NN. The results
suggest that the relevant knowledge obtained from synthetic data is
kept across the first hidden layers, and the refinement of subsequent
layers with in vivo data allows an optimal domain adaptation. Conse-
quently, we observed a 7% reduction in the RMSE for the estimation
of 𝑃𝑠 in LD1. This advance in our methodology not only demonstrates
the efficacy of a domain adaptation but also more effectively harnesses



E.J. Ibarra et al.

v
a

m

c

t
a

v
c

b
t
t
o
n
o
l

o

o

c

o
t
i
a

p
a
b
c
i

Biomedical Signal Processing and Control 106 (2025) 107681 
the physiological relevance of low-order lumped synthetic models of
oice production combined with clinical recordings for vocal function
nalysis.

On the other hand, the results provide evidence that the subject-
specific approach significantly improves the estimate of 𝑃𝑠 compared
to the general model (see Tables 6 and 7), with an improvement of

ore than 38% in the RMSE value between all groups.
While simulations using the synthetic voice production model pro-

vide a good representation of a wide range of prototypical sustained
phonations, the simplicity of the synthetic low-order vocal folds model
behind does not allow a representation of the variability of a universal
population, failing to mimic the expected inter and intra-subject vari-
ability of real data. Under these circumstances, the domain adaptation
performed improves the modeling capabilities to create more general
models (universal or adapted to the cohort), although capturing the ex-
pected intersubject variability (i.e., the universal variability) with them
would require a large number of clinical recordings from a very large
number of subjects. In this work, this limitation is bypassed by devel-
oping subject-specific models adapted to the specific characteristics of
each speaker. The improvement obtained with the subject-specific NN
regressor (compared to previous techniques based on subject-specific
calibration [24]), was greater than 21% in the RMSE values for the four
ohorts, as demonstrated in Fig. 4. This highlights the contribution of

our proposal to the state-of-the-art.
As expected, the results showed that the proposed domain adap-

tation (for both general and subject-specific approaches) was more
efficient for the control group than for the pathological cohorts. Al-
though the selected voice production model provides a flexible and
physiologically relevant method to control both sustained vowels and
time-varying glottal gestures, it has limitations in representing the
physical mechanisms of the underlying disordered phonation. For in-
stance, it does not encompass the asymmetric oscillatory vibration of
he vocal folds seen in NPVH and UVFP, or the overall changes in mass
nd stiffness due to nodules in PVH groups. In this sense, the present

findings could be significantly enhanced by further exploring numerical
oice production models that more accurately mimic pathophysiologi-
al behavior [74–76], which could facilitate the transfer of knowledge

in cases involving subjects with voice disorders.
In our effort to assess physiologically relevant metrics in the am-

ulatory setting, the versatility of ACC sensors offers the potential
o extend this method into ambulatory settings. Subject-specific fine-
uning improves the ability of the NN to estimate 𝑃𝑠 by operating
nly on ACC-based features within short 50 ms windows. This method
ot only provides increased confidence in the non-invasive estimation
f 𝑃𝑠 but also opens up the possibility for its application in clinical,
aboratory, and ambulatory monitoring of vocal function during natu-

ral voice production The long-term goal is to develop algorithms for
analyzing NSV-monitored using a smartphone device and to improve
the diagnosis, prevention, and treatment of voice disorders through a
deeper understanding of their underlying mechanisms.

Although the scope of the present study was to estimate 𝑃𝑠, the use
f the aforementioned synthetic voice production model allows access

to a set of additional phonatory measurements, such as the collision
pressure of the vocal folds, and the activation of the cricothyroid and
thyroarytenoid muscles. However, the approach followed is limited to
estimating only 𝑃𝑠 by the scarcity of clinical recordings that include
such measures. In the future, we will explore transductive TL tech-
niques to enable domain adaptation in scenarios where labeled data
are abundant in the source domain but are unavailable in the target
ne [44].

5. Conclusions

The paper introduces a method for estimating subglottal pressure
from neck-surface acceleration signals by combining a synthetic model
of voice production with a neural network regressor, which is refined
8 
through TL using in vivo laboratory data. This approach enables the
creation of subject- and group-specific refinements to the original neu-
ral network. The results demonstrate significant improvements in the
estimates of 𝑃𝑠 compared to previously reported techniques, achieving
over a 21% reduction in RMSE. Consequently, this method sets a new
standard for the estimation of subglottal pressure from neck-surface
accelerometer signals.

In general, the findings highlight the effectiveness of subject-specific
regression models based on domain adaptation to estimate 𝑃𝑠 in indi-
viduals with normal and disordered voices. Our results illustrate that
ombining machine learning methods with numerical voice production

models significantly improves the estimation of certain parameters of
vocal function. This improvement is particularly evident in the accurate
determination of 𝑃𝑠 from the ACC, adapted to the subject using a
domain adaptation strategy based on TL.

Although there is strong interest in developing generic models to
estimate 𝑃𝑠, the scarcity of laboratory recordings that cover a broad
population hinders the creation of a robust model capable of accounting
for the complex variability between subjects. Therefore, subject-specific
NN regressors represent the best alternative to improve the estima-
tion of 𝑃𝑠 with a reduced number of recordings. In this context, TL
represents a viable solution for this purpose.

As such, our results can be considered the best estimates of 𝑃𝑠
from ACC signals reported in the literature. Future efforts will focus
n applying this method to gauge 𝑃𝑠 during spontaneous speech within
he realm of ambulatory monitoring and biofeedback. This will occur as
ndividuals engage in their everyday routines in various settings such
s home, work, and social environments.
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