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Abstract—The use of non-invasive skin accelerometers placed
over the extrathoracic trachea has been proposed in the literature
for measuring vocal function. Glottal airflow is estimated using
inverse filtering or Bayesian techniques based on a subglottal
impedance-based model when utilizing these sensors. However,
deviations in glottal airflow estimates can arise due to sensor
positioning and model mismatch, and addressing them requires
a significant computational load. In this paper, we utilize system
identification techniques to obtain a low order state-space rep-
resentation of the subglottal impedance-based model. We then
employ the resulting low order model in a Kalman smoother to
estimate the glottal airflow. Our proposed approach reduces the
model order by 94% and requires only 1.5% of the computing
time compared to previous Bayesian methods in the literature,
while achieving slightly better accuracy when correcting for glottal
airflow deviations. Additionally, our Kalman smoother approach
provides a measure of uncertainty in the airflow estimate, which is
valuable when measurements are taken under different conditions.
With its comparable accuracy in signal estimation and reduced
computational load, the proposed approach has the potential for
real-time estimation of glottal airflow and its associated uncertainty
in wearable voice ambulatory monitors using neck-surface accel-
eration.

Index Terms—Vocal folds, vocal hyperfunction, system iden-
tification, kalman smoothing.

I. INTRODUCTION

VOICE disorders have a lifetime prevalence of approxi-
mately 30% of the adult population in the United States,

with an active patient population of approximately 7% every
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year [1], [2]. One of the most common voice disorders is
referred to as vocal hyperfunction (VH), which is associated
with excessive perylaryngeal musculoskeletal activity [3]. An
updated framework of the etiology and pathophysiology of VH
classifies the pathology into two types: Phonotraumatic vocal hy-
perfunction (PVH) and nonphonotraumatic vocal hyperfunction
(NPVH) [4]. PVH is associated with the development of benign
vocal fold lesions (nodules and/or polyps) due to persistent tissue
inflammation, while NPVH is associated with muscle tension
dysphonia and vocal fatigue in the absence of vocal fold tissue
trauma [4].

The clinical assessment of VH involves the utilization of vari-
ous diagnostic techniques, including but not limited to acoustic,
aerodynamic, electroglottographic, electromyographic, and la-
ryngeal imaging sensors. The objective is to obtain quantitative
measures of vocal function that are capable of identifying a
voice problem, assessing its severity, obtaining a diagnosis, and
providing suitable treatment [5]. Aerodynamic measures derived
from glottal airflow (also known as glottal volume velocity,
GVV) and subglottal pressure in patients with PVH and NPVH
have been shown to be significantly different with respect to
vocally healthy subjects [6], [7], [8], [9]. Normalized parameters
obtained from the subglottal pressure and GVV signals, which
include the peak-to-peak AC flow, maximum flow declination
rate, open quotient, are typically the most salient ones [8], [9].
Obtaining direct measurements of GVV requires the use of inva-
sive techniques, for which efforts have been made to indirectly
derive GVV from other signals that can be more easily measured.
Inverse filtering (IF) is the most common method to estimate
glottal airflow. The IF process usually involves the estimation
and removal of vocal tract resonances (i.e., formants) to obtain an
estimate of GVV either from an acoustic pressure or oral airflow
signal. The estimation of formants requires a time-invariant
signal, for which the analysis of sustained vowels is commonly
used. There exist many IF techniques in the literature, which
include linear prediction [10], iterative adaptation [11], closed
phase covariance [12], weighted linear prediction [13], among
others. For a comprehensive review of IF algorithms, we refer
the reader to relevant review papers of this topic [14], [15].

A different IF approach to estimate GVV is based on a
miniature accelerometer attached to the neck-surface between
the thyroid prominence and the suprasternal notch. One of the
advantages of the neck-surface accelerometer is that the effects
of the vocal tract resonances are minimal compared to the reso-
nances of the neck-skin and subglottal system. In addition, the
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subglottal inverse filtering can easily handle running speech sce-
narios given that these resonances are mostly time-independent.
Moreover, the accelerometer is a noise-robust and non-invasive
sensor that has been used in ambulatory settings with portable
devices, such as pocket PCs [16] and smartphones [17]. The
privacy of the user is protected since the sensor does not capture
intelligible speech from resonances of the vocal tract [18].
Several works have used this type of ambulatory monitor to study
long-term behavior of voice use, including, vocal fatigue [19],
occupational voice [20], Lombard effect [21], biofeedback [22],
[23], PVH [24], [25], [26], and NPVH [27].

Subglottal IF methods focus on removing both resonances be-
low the glottis and neck-skin effects, thus requiring a per-subject
calibration process to account for anatomical differences. One
approach is to manually identify poles and zeros of a parametric
model that matches experimental observations of the subglottal
system [18], [28]. However, the method is limited by impedance-
matching through observations, which could be prone to error
due to subjective selection of poles and zeros. An extension of the
former approach, called Impedance-Based Inverse Filter (IBIF)
[29], incorporates an impedance model for the neck-skin [30]
coupled with the subglottal system, resulting in a frequency-
based filter with the GVV as input and the neck-surface ac-
celeration as output. Features of this deterministic method are
its physiological relevance and reduced processing time which
makes it suitable for ambulatory and real-time applications [22],
[26]. However, the per-subject calibration parameters of the
filter is challenging and can exhibit variations due to sensor
positioning, across vowels [31], and reading passages [32]. The
calibration of the IBIF model currently requires the use of a
Rothenberg mask [33] and vocal tract IF processing (e.g., [9]),
which adds uncertainty to the calibration and estimation process.

More recently, a state-space model obtained from the IBIF
filter transformed to the time-domain has been used in a Kalman
filter to account for the uncertainty of the parameter calibra-
tion [34]. In that work, the implementation of the Bayesian filter
provides glottal airflow estimates from neck-skin accelerometer
measurements up to time t+ k to estimate at time t, i.e., acting
as a smoother [35]. A non-smoother version of the filter was
also presented, requiring a colored process noise that models a
parametric GVV in the frequency domain [36]. However, the
approach in [34] relies on large state-space model matrices,
since a moving average (MA) model of the subglottal system
is used. As a consequence, the large associated computational
time implies that the estimation can only be performed offline.

In this article, we propose an approach that improves previous
Bayesian estimation methods based on the impedance-based
model, for a faster and more reliable subglottal IF. Initially,
we employ the prediction error method (PEM) [37] to obtain
low-order models that match the frequency response of the
IBIF filter. Subsequently, we apply these resulting low-order
state-space models in a Kalman smoother to estimate the GVV
signal.

The results obtained using sustained vowels indicate that the
proposed method offers an improvement over previous efforts
in estimating GVV. Our method achieves this by significantly
reducing computational time while maintaining the same level

Fig. 1. Representation of the T network used to build the SIB model. The
acoustic elements describe the acoustical representations for air viscosity and
heat conduction losses (Ra,Ga), elasticity (Ca), inertia (La), and the carti-
lage (Rwc, Lwc, Cwc) and soft tissue (Rws, Lws, Cws) components for the
yielding wall. Reprinted with permission from Ref. [29]. Copyright 2013 IEEE.

of accuracy as well as retaining the advantages of the Bayesian
framework, i.e., estimating an uncertainty measure (error co-
variance) of the glottal airflow estimate. Thus, the proposed
approach offers an efficient and accurate Bayesian framework
that has the potential to reduce experimental uncertainty and
model mismatch in real-time during the ambulatory monitoring
of vocal function.

The outline of the article is as follows: Section II presents a
frequency domain model of the subglottal tract that has been
successfully utilized in prior research to estimate the glottal
airflow using inverse filtering. Section III addresses the problem
of obtaining a low-order state-space representation of this model
and demonstrates how it can be utilized in a Kalman smoother
to obtain a glottal airflow estimate in a Bayesian framework.
Section IV outlines the methods used in this study. Section V
presents the results of comparing the proposed approach against
state-of-the-art subglottal inverse filters. Section VI discusses
the results and their implications, as well as future directions.
Finally, Section VII concludes this article.

II. SUBGLOTTAL IMPEDANCE-BASED MODEL

To understand how we relate the accelerometer and the glottal
airflow signals, we summarize the mechano-acoustic model of
the subglottal tract and neck-skin impedance. The model relates
glottal airflow and neck-skin acceleration during phonation in
the frequency domain, and it has been previously used and
inverted in the IBIF framework [29] for sustained vowels [9],
[29], [38] and ambulatory recordings [26].

The subglottal impedance-based (SIB) model [29] is the
underlying acoustic model of the subglottal system based on
mechano-acoustic analogies, transmission line principles, and
physiological descriptions. The model is built using T-equivalent
segments of lumped acoustic elements that relate acoustic pres-
sure P (ω) (representing the voltage) to airflow volume velocity
U(ω) (representing the current), where ω is frequency (see
Fig. 1).

Concatenating multiple T-equivalent segments as those shown
in Fig. 1, we can model the subglottal system [39], [40], [41],
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Fig. 2. Physiological representation of the subglottal system. The tract above
the accelerometer, which is placed on the skin surface over the extrathoracic
trachea and below the glottis, is labeled as sub1. The tract below this location
until the alvioli is labeled as sub2. Reprinted with permission from Ref. [29].
Copyright 2013 IEEE.

Fig. 3. Electrical representation of the subglottal system. Reprinted with
permission from Ref. [29]. Copyright 2013 IEEE.

whose physiological and electrical representations are shown in
Figs. 2 and 3, respectively, to describe the SIB model compo-
nents [29].

The SIB model is a forward model that relates the glottal
airflow and the acceleration of the neck-skin in the frequency
domain by

U̇skin(ω) = Tskin(ω) · Usub(ω) (1)

where U̇skin(ω) represents the volume acceleration at the neck-
surface (i.e., linear acceleration signal multiplied by the surface
Aacc of the accelerometer),Usub(ω) the volume velocity entering
the subglottal tract (i.e., the sign inverted version of GVV), and
Tskin(ω) the SIB model. Tskin(ω) is modeled by

Tskin(ω) =
Hsub1(ω) · Zsub2(ω) ·Hd(ω)

Zsub2(ω) + Zskin(ω)
(2)

where Hsub1(ω) is the frequency response of the subglottal
section from the glottis to the accelerometer location, and
Hd(ω) = jω is a derivative filter. Zsub2(ω) is a frequency-
dependent driving-point impedance representing the subglottal
section below the accelerometer position until the alvioli. The
neck-skin impedanceZskin(ω) is modeled based on a mechanical
analogy with a series RLC circuit, i.e.,

Zskin(ω) = Rm + j

(
ωMm − Km

ω

)
+ Zrad (3)

Fig. 4. Example of the magnitude (top) and phase (bottom) of the frequency
response Tskin(ω) of the SIB model corresponding to Q factors of the subject
FN001 (see Table I in Section IV).

where Rm, Mm, and Km are the per-unit-area resistance, in-
ertance, and stiffness of the skin, respectively. The last term
(Zrad) corresponds to the inductive radiation impedance due to
the accelerometer loading, i.e., the derivative term proportional
to the accelerometer mass per-unit-area, such that

Zrad = Hd(ω) · Macc

Aacc
, (4)

where Macc is the accelerometer mass, and Aacc the accelerom-
eter surface. The SIB model shown in (1)–(3) is defined by
five subject-specific parameters: three related to the mechanical
properties of the skin (Rm,Mm, andKm), and two that consider
the length of the trachea and the accelerometer location (which
are implicitly included in Zsub2(ω) and Hsub1(ω)). Nominal
values for the neck-skin impedance are obtained from direct
measurements [30], as well as values for the length of the
trachea [42] and an estimated position of the sensor with respect
to the glottis. Since these nominal values differ per subject, a set
of scale factors Q is needed, such that:

Q = {Q1, Q2, Q3, Q4, Q5} (5)

Rm = 2320 ·Q1 [g · s−1 · cm−2] (6)

Mm = 2.4 ·Q2 [g · cm−2] (7)

Km = 491000 ·Q3 [dyn · cm−3] (8)

Ltrachea = 10 ·Q4 [cm] (9)

Lsub1 = 5 ·Q5 [cm]. (10)

In practice, these Q factors can be obtained using Particle
Swarm Optimization (PSO) [43] to minimize the root-mean-
square-error of the GVV waveform (and its derivative) between
the true GVV (obtained by inverse filtering oral airflow measure-
ments from a Rothenberg mask [33]) and the GVV obtained from
the accelerometer measurements inverting the model, as shown
in (1)-(3) and previous studies [9], [29]. Fig. 4 shows an example
of the magnitude and phase of Tskin(ω) for a set of Q factors.
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Note that the IBIF scheme inverts the SIB model to obtain the
glottal airflow from the acceleration signal. For further details
on the SIB model and the IBIF scheme, see [29].

III. KALMAN SMOOTHING FOR SUBGLOTTAL IF

To estimate GVV through a Kalman smoother (KS), we first
utilize system identification techniques to obtain low order state-
space representations of the SIB model. Then, this state-space
model is used in a KS to solve the inverse filtering problem. The
proposed Bayesian approach provides estimates of the GVV and
its associated uncertainty. Also, Kalman smoothing allows to
consider process and measurement noise, which is an important
consideration when dealing with measurements from patients.

A. State-Space Representation of the SIB Model

The SIB model (1)-(3) is defined in the frequency domain and
depends on the Q factors in (5)-(10). In that model, impedance
Zsub2(ω) is numerically obtained from discrete frequency points
based on a physiological description of the lungs structure [44].

We obtain a state-space representation of the SIB model based
on the frequency response (1)-(3), given by the matrices (As,
Bs, Cs, Ds) in the following model structure:

xs
t+1 = Asx

s
t +Bsu

g
t (11)

yat = Csx
s
t +Dsu

g
t , (12)

where yat is the accelerometer signal, ug
t is the glottal airflow,

and xs
t ∈ Rn×1 is the state vector.

To find a state-space representation of the SIB model from its
frequency response, we apply system identification techniques
using the frequency domain input-output data {ωk, Tskin(ωk)}
with ωk = 2πkfs/N (k = 0, 1, . . . , N − 1). Specifically, we
first use the subspace identification N4SID algorithm [45],
[46], [47] to obtain initial estimates (As0,Bs0,Cs0,Ds0) of
the state-space matrices. Then, we apply the prediction error
method [37] in the frequency domain to refine the matrices
estimates. In summary, given the order n of the system from
(11)–(12), we find the matrices As ∈ Rn×n, Bs ∈ Rn×1, Cs ∈
R1×n and Ds ∈ R, such that the following mean square error
is minimized:

V (As,Bs,Cs,Ds) =

N−1∑
k=0

|Tskin(ωk)− T̂skin(ωk)|2,

with T̂skin(ωk) = Cs(jωk −As)
−1Bs +Ds.

Notice that to estimate the matrices in the state-space de-
scription, it is necessary to choose the model order n. In fact,
the model order selection defines the trade-off between quality
(fitting of the identified model to the data) and complexity (due to
the size of the model matrices). The selection of the appropriate
state-space model ordernwill be discussed later in the numerical
results presented in Section V.

Note that, since the state-space representation is obtained
by system identification techniques, i.e., a fitting process that
approximates the frequency response of the SIB model, a phys-
ical interpretation is possible for the input and output variables

Fig. 5. Magnitude (top) and phase (bottom) of the frequency responseTskin(ω)
of the SIB model (blue solid line) and of a state-space representation of order
20 obtained from it (red solid line).

only (i.e., glottal airflow and neck-surface accelerometer, re-
spectively). The state-space variables and matrices As,Bs,Cs,
and Ds are internal components that combine skin effects,
subglottal resonances, tracheal yielding walls, etc., to produce
an approximation of the SIB model in the frequency domain, and
cannot be disentangled for individual physical interpretations.

Fig. 5 shows the numerically obtained frequency response
data of Tskin(ω) compared to the frequency response of the state-
space model of order 20 obtained from the data {ωk, Tskin(ωk)}
with ωk = 2πkfs/N (k = 0, 1, . . . , N − 1) and using the tech-
niques described above. We can notice that both frequency
responses are similar, specifically in the bandwidth from 0 and
2000 Hz. The results in Fig. 5 show that it is possible to find
low order state-space representation whose frequency response
is accurate, in a mean square sense, to the one of the original
SIB model. This procedure can be applied to any SIB model
and, therefore, to any subject.

B. Inverse Filtering Through a Kalman Smoother

To be able to estimate the glottal airflow through a KS, it
is necessary to have a state-space model whose output is the
measured signal, i.e. the acceleration on the neck-skin yat , and
whose state vector includes the signal to estimate, i.e. the glottal
airflow ug

t .
In the state-space model (11)-(12), we are interested in es-

timating the GVV input ug
t which is not directly observed.

Therefore, to be able to estimate it using a Kalman filter or
smoother, we include this signal in the state vector of the model
by assuming that the input ug

t is the output of a discrete-time
filter H(z) whose input is white noise [48]. In the following
subsections, we discuss two possibles choices ofH(z) to include
ug
t in the state vector xs

t without significantly increasing the
order of the state-space model.

1) Modeling the Input as White Noise (WT): A straightfor-
ward model is to consider the input ug

t as Gaussian white noise
wt ∼ N (0, σ2

w) [49], i.e., we assume a filter H(z) = 1. In this
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way, we do not introduce any prior assumption about the nature
of the signal ug

t . Thus, redefining the state vector as

xt =
[
xs
t ug

t

]�
, (13)

we have that (11)-(12), can be rewritten as

xt+1 = Axt +Bwt (14)

yat = Cxt (15)

where

A =

[
As Bs

0 0

]
∈ R(n+1)×(n+1) (16)

B =
[
0 0 0 · · · 0 1

]�
∈ R(n+1)×1 (17)

C =
[
Cs Ds

]
∈ R1×(n+1) (18)

and the input wt to the augmented model is a Gaussian dis-
tributed white noise sequence, i.e., wt ∼ N (0, σ2

w). Then we
have that, in (14), the process noise is given by wt = Bwt

with wt ∼ Nw(0,R), where the covariance matrix of the noise
process matrix is given by:

R =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0

0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0

0 0 · · · 0 σ2
w

⎤
⎥⎥⎥⎥⎥⎥⎦
∈ R(n+1)×(n+1). (19)

This process noise accounts for model mismatch due to sensor
position and calibration process with the Rothenberg mask. On
the other hand, experimental uncertainty from the accelerometer
sensor can be included in (15) by assuming that yat contains an
output noise, i.e., an additive Gaussian white noise component
vt ∼ Nv(0, σ

2
v). Thus, we have that the deterministic system

(14)-(15) becomes a stochastic model (with no input):

xt+1 = Axt +wt (20)

yat = Cxt + vt. (21)

The model above can then be used in a KS to estimate the
glottal airflow from accelerometer measurements.

2) Modeling the Input Using a Butterworth Filter (BW): An
alternative model for the filter H(z) is based on the effect of
the glottis in the spectral domain [36]. Specifically, the glottal
airflow ug

t can be modeled as the output of a low-pass system
excited by an impulse train. This low-pass filter was modeled by
Fant [50] in the continuous-time domain, considering four poles
on the negative real axis:

G(s) =
U0∏4

i=1(1− s/sri)
, (22)

where |sr1| � |sr2| = 2π100 rad/s, |sr3| = 2π2000 rad/s,
|sr4| = 2π4000 rad/s and U0 is a gain factor. The poles of
the filter sr1 and sr2 are chosen to take into account the
variability with respect to the speaker. In particular, given that

the subjects considered in this article are women, we choose
|sr1| � |sr2| = 2π200 rad/s. On the other hand, the poles
sr3 and sr4 are not included in the filter since the frequency
bandwidth of the signals we deal with is below 2000 Hz. As a
result, we consider a second-order Butterworth low-pass filter
with a cutoff frequency of 200 Hz corresponding to an estimate
of the low range of the fundamental frequency for female voices
we used in this study. To use this filter in our discrete-time
framework, we transform G(s) to a discrete-time equivalent
mapping the poles according to [51]:

zi = esiT , (23)

where si is the continuous-time pole, zi is the discrete-time
pole, and T is the sampling period, which in our case is T = 50
μs (equivalent to a sampling frequency of 20 kHz). Hence, we
obtain the discrete-time filter:

H(z) =
H0

(z − z1)(z − z2)
(24)

=
H0z

−2

1− (z1 + z2)z−1 + (z1z2)z−2
, (25)

and, therefore, the glottal airflow is described as the output of a
system excited by Gaussian white noise:

ug
t =

H0z
−2

1 + α1z−1 + α2z−2
wt. (26)

If we redefine the state vector as:

xt =
[
xs
t ug

t−1 ug
t

]�
(27)

then the system (11)-(12) can be rewritten as

xt+1 = Axt +wt (28)

yat = Cxt + vt (29)

where wt ∼ Nw(0,R), vt ∼ Nv(0, σ
2
v) and

A =

⎡
⎢⎣As Bs 0

0 0 1

0 −α2 −α2

⎤
⎥⎦ ∈ R(n+2)×(n+2) (30)

C =
[
Cs 0 Ds

]
∈ R1×(n+2) (31)

R =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0

0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0

0 0 · · · 0 σ2
w̃

⎤
⎥⎥⎥⎥⎥⎥⎦
∈ R(n+2)×(n+2). (32)

In the following, these models will be referred to as the
white noise (WT) model and the Butterworth (BW) model,
respectively. Also, by model order n we will be referring to
the order of the state-space representation of the SIB model
(11)-(12) instead of the order of the WT and BW models (which
are n+ 1 and n+ 2, respectively).

Once we have built the stochastic state-space SIB model
as shown in (20)-(21), it is possible to apply a KS [52] (see
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Algorithm 1: Kalman Smoother Algorithm.

1: procedure KSA,C,R, σ2
v ,µ0,Σ0, y

a
0 , . . . , y

a
N

2: Initialization: x̂0|− = µ0 and P 0|− = Σ0

3: for t = 0, . . . , N do
4: Kt ← P t|t−1C�(CP t|t−1C� + σ2

v)
−1

5: x̂t|t ← x̂t|t−1 +Kt(y
a
t −Cx̂t|t−1)

6: P t|t ← (I −KtC)P t|t−1
7: x̂t+1|t ← Ax̂t|t
8: P t+1|t ← AP t|tA� +R
9: end for

10: for t = N, . . . , 0 do
11: Gt ← P t|tA�P−1t+1|t
12: x̂t|T ← x̂t|t +Gt(x̂t+1|T − x̂t+1|t)
13: P t|T ← P t|t +Gt(P t+1|T − P t+1|t)G�

t

14: end for
15: end procedure

Algorithm 1) to estimate the state xt and the GVV signal ug
t ,

using time domain data for t ∈ {0, . . . , N}. In Algorithm 1,
x̂i|� denotes the state estimate at time t = i using the data for
t ∈ {0, . . . , �}, and Pi|� denotes the associated estimation error
covariance matrix.

IV. METHODOLOGY

To describe the procedure used to estimate the glottal airflow
through a KS, we first introduce the data considered in this
study and later discuss how the Q parameters for the SIB model
are found. Subsequently, by applying the methods described in
Section III-A, we find the best order of the state-space represen-
tation of the SIB model (11)-(12) for all subjects in this study.
Then, we select the variances σ2

w and σ2
v of the process and

output noises, respectively, for running the KS algorithm and
obtaining the GVV estimates. Finally, we define performance
metrics that will help comparing the different approaches.

A. Human Subject Recordings

In this study, we use synchronous signals collected from an
accelerometer (ACC) placed over the extrathoracic trachea and
from a Rothenberg mask (OVV), corresponding to six adult
women uttering sustained vowels /a/ and /i/. The minimum
length of the sustained vowels is 12 seconds, and the maximum
is 20. Study participants consisted of three female PVH patients
diagnosed with vocal fold nodules (noted as FP) and three
female participants with no history of voice disorders (noted
as FN). This study only used a reduced number of subjects as
a proof of concept for the proposed signal processing scheme
and it is not intended to show classification between groups.
Informed consent was obtained from all subjects participating
in this study, and experimental protocols were approved by
the Scientific Ethics Committee of the University of Valparaso
(CEC-UV) under Application No. CB057-15, in compliance
with the Chilean guidelines for research with human subjects
and the Declaration of Helsinki.

TABLE I
RESULTING Q PARAMETERS FOR THE SUBJECTS ANALYZED IN THIS STUDY

B. Obtaining the Q Factors

The Q factors are the parameters that define the SIB model.
Therefore, the first step to apply the proposed approach is to find
these factors using the experimental data. Thus, we compute the
Q factors for each subject by using a particle swarm optimiza-
tion (PSO) scheme [26]. The PSO scheme is performed using
the glottal airflow signal obtained through an inverse filtering
technique that uses the OVV signal as input [33]. This GVV
signal is considered the ground truth and will be used to compare
the different estimation methods. The Q parameters of the six
subjects are shown in Table I.

Although the Q parameters and the SIB model are obtained
for vowel /a/ to run the calibration scheme, we utilize the data
collected for vowel /i/ to test the approaches in a scenario where
the pronounced vowel does not match the vowel used to calibrate
the model. Vocal tract configuration and laryngeal height are
known to be different between these two vowels.

C. Selecting the Order of the State-Space Representation

The order n of the state-space representation (11)-(12) is an
important user selected parameter required for the identification
algorithm. To choose its value, we consider a metric that mea-
sures the quality of the fit in the frequency domain. Specifically,
we use the root-mean square error (RMSE) in the frequency
response:

RMSEf =

√
1

N

∑N−1
k=0
|Tskin(ωk)− T̂skin(ωk)|2 (33)

where Tskin is the frequency response of the SIB model (given
by the Q parameters) and T̂skin the one of the state-space model.

To obtain the best model orders, we identify a state-space
model as detailed in Section III-A considering model orders
from 5 up to 100 and we compute the RMSEf for each one of
them. The resulting RMSE in the frequency domain are shown
in Fig. 6, as box plots considering the different subjects when
comparing the frequency responses of the SIB model with the
frequency responses of the identified model, for the different
model orders. It can be noticed that a minimum RMSE is
obtained for orders greater or equal to 15. Also, if we observe the
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Fig. 6. Box plots of root-mean square error in frequency domain (RMSEf )
considering different model orders and all subjects. Mean for each order is shown
as a blue dot.

models of order 95 and 100 we note that the RMSE increases,
which can be associated with overfitting.

In the following, we consider only state-space models of
orders 15, 20 and 25, since, even though they have almost
the same frequency response, numerical stability problems or
different performance in the estimation step may arise.

D. Choosing the Variances of the Process and Output Noises

The KS approach presented in Section III-B requires to choose
the variances σ2

w and σ2
v of the process and output noises,

respectively. To obtain the best pair (σ2
w, σ

2
v), we quantify the

absolute error in both the glottal airflow and its derivative (since
both signals are used to calculate the aerodynamic measures)
using as metric the following weighted mean absolute error
(WMAE), given by:

WMAE(σ2
w, σ

2
v) =

1

2

2∑
i=1

(
1

N

N∑
t=1

∣∣∣Δ(i−1)ũg
t −Δ(i−1)ûg

t

∣∣∣
)

(34)

where ũg
t is the reference signal (i.e. the true glottal airflow

obtained from OVV), ûg
t is the estimated glottal airflow by the

KS (using the accelerometer measurements only) synchronized
with ũg

t , and Δ(i−1) is the approximate derivative operator of
(i− 1)-th order.

Fig. 7 shows an example of the obtained WMAE, in dB, for
different pairs (σ2

w, σ
2
v), considering subject FN001, model WT,

and order 20. It can be noticed that the minimum WMAE is
obtained in the dark blue area, and that it remains constant along
in the diagonals. The latter highlights the fact that the WMAE
depends on the quotient between the two variances, rather than
their particular variance values.

Table II shows the ratios σ2
w/σ

2
v which gives the minimum

WMAE for each subject, for different model orders and for the
two different input models for ug

t proposed in Section III-B.
Once the noise variances are chosen (in what follows we

choose σ2
v = 102, and σ2

w is obtained according Table II), it
is possible to apply the Kalman smoother to estimate the GVV
signal.

E. Performance Metrics

A simple metric used to quantify the quality of the estimates
in the time domain is the RMSE resulting from comparing the

Fig. 7. Example of the weighted mean absolute error (WMAE), in dB, when
comparing the estimated signal against the reference one, for different pairs
(σ2

w, σ2
v), and considering subject FN001, model WT, and order 20.

TABLE II
RATIO BETWEEN THE DESIGN PARAMETERS σ2

w AND σ2
v OF THE KALMAN

SMOOTHER CHOSEN BASED ON THE SMALLEST WMAE FOR THE /A/ VOWEL

reference signal with the estimated glottal airflow:

RMSE =

√
1

N

∑N

t=1
(ũg

t − ûg
t )

2 (35)

where ũg
t is the reference signal (i.e. the true glottal airflow

obtained from OVV) and ûg
t is the estimated glottal airflow.

An alternative metric to be used is the normalized RMSE, or
NRMSE:

NRMSE =
1

ũg
max − ũg

min

√
1

N

∑N

t=1
(ũg

t − ûg
t )

2 (36)

which quantifies the error with respect to the peak-to-peak value
of the reference signal.

Finally, we define a metric to quantify the quality in the
estimation of the aerodynamic characteristics. This metric is the
relative error given by

er =

∣∣∣∣ ỹ − ŷ

ỹ

∣∣∣∣ (%) (37)
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Fig. 8. Glottal airflow (GVV) estimated from different approaches: IBIF (red
solid line), KF (yellow dotted line), KS-WT (purple dash-dotted line), and KS-
BW (green dash-dotted line). As a reference, the glottal airflow (blue solid line)
obtained through inverse filtering of the oral airflow is shown.

where ỹ is the value of the aerodynamic characteristic obtained
from the reference signal and ŷ is the one obtained from the
estimated signal.

V. RESULTS

To assess the performance of the proposed method, we con-
duct a comparative analysis with previously employed tech-
niques such as IBIF [29] and high-order Kalman filtering [34],
using the GVV signal from the IF oral airflow as reference.
The evaluation process encompasses three essential parameters:
(1) Time-domain analysis, where the RMSE and NRMSE are
computed against the reference GVV signal. (2) Aerodynamic
analysis, where selected aerodynamic measures are contrasted
against those from the reference GVV signal, and (3) Compu-
tational cost analysis, where the processing times required for
each approach are contrasted.

A. Estimating the Glottal Airflow

After we find the Q factors, select the model order n, and
choose the variances of the process and output noises, we run
Algorithm 1 to estimate the glottal airflow through the Kalman
smoother.

As a qualitative result, Fig. 8 shows the estimation of the
glottal airflow (GVV) by the low-order KS strategy proposed in
this article. Specifically, we illustrate the estimation obtained by
using the Gaussian white noise (KS-WT) and the Butterworth
model (KS-BW) assumptions. As a reference, we show the true
glottal airflow (i.e., GVV obtained from the inverse filtering
of the oral airflow measurements). For comparison, we show
other estimates of GVV: one obtained by using IBIF [29] and
one obtained by the high-order Kalman filtering (KF) [34].
Fig. 9 shows similar plots for the derivative of the glottal airflow
(dGVV). It can be noticed in both figures that the estimates
of GVV and its derivative obtained from the proposed KS
approach are similar to the reference signal.

Fig. 9. Glottal airflow derivative (dGVV) estimated from different approaches:
IBIF (red solid line), KF (yellow dotted line), KS-WT (purple dash-dotted line),
and KS-BW (green dash-dotted line). As a reference, the glottal airflow (blue
solid line) obtained through inverse filtering of the oral airflow is shown.

Fig. 10. Glottal airflow (GVV) estimated from a Kalman smoother by model-
ing it as Gaussian white noise (purple dash-dotted line), with its 95% confidence
interval (purple area). As a reference, the glottal airflow (blue solid line) obtained
through inverse filtering of the oral airflow is shown.

A key advantage of a Bayesian approach is that a probabil-
ity function of the estimated signal is obtained. The Kalman
smoother provides a point estimate of the signal, given by the
expectation, x̂t = E{xt}, and also the variance of the estimation
error, that can be used as a metric to quantify the estimation
uncertainty.

Figs. 10 and 11 show the glottal airflow estimate and the as-
sociated uncertainty using the Gaussian white noise assumption
and the Butterworth model, respectively. The figures also show
the GVV signal obtained by oral airflow as a reference. The
purple dash-dotted line represents the most probable value of
the glottal airflow according to the Kalman smoothing approach.
In the figures, the ±2σ (or 95%) probability band is shown in
purple.

As a quantitative result, Table III shows the mean RMSE
and NRMSE obtained when estimating the glottal airflow from
the phonemes /a/ and /i/ by using the different approaches and
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Fig. 11. Glottal airflow (GVV) estimated from a Kalman smoother by model-
ing it with a Butterworth filter (purple dash-dotted line), with its 95% confidence
interval (purple area). As a reference, the glottal airflow (blue solid line) obtained
through inverse filtering of the oral airflow is shown.

TABLE III
ROOT-MEAN-SQUARE ERROR (RMSE) AND NORMALIZED RMSE (NRMSE)

OBTAINED FROM THE COMPARISON IN THE TIME DOMAIN BETWEEN THE

REFERENCE SIGNAL AND THE ESTIMATED GLOTTAL AIRFLOW

considering all the subjects in Table I. For the Kalman smoothing
approach, we have selected the order with the best performance
according to the RMSE and NRMSE. It can be noticed that all
approaches lead to similar RMSE and NRMSE for the vowel /a/,
however, the best results are obtained for the Kalman smoother
method with a Butterworth input model (KS-BW) proposed in
this article. The similarity in the error measures can be explained
because all the approaches use the same model as the basis to
obtain the estimates, and this model was obtained by using the
/a/ vowel.

On the other hand, we can notice that for the vowel /i/ the
Bayesian approaches show better performance when compared
to the IBIF method, and the best results are obtained again for
the KS-BW scheme proposed in this article. The results also
confirm one of the advantages of the Bayesian approaches that,
by including process noise, may be less sensitive to errors in the
model used to obtain the estimates.

B. Aerodynamic Measures

Aerodynamic measures obtained from the glottal airflow
signal have been used to assess vocal hyperfunction [4], [9].
Therefore, an important issue to consider is to explore the

TABLE IV
RELATIVE ERROR IN AERODYNAMIC MEASURES OBTAINED FROM THE

REFERENCE SIGNAL AND DIFFERENT APPROACHES CONSIDERING THE VOWEL

/A/

TABLE V
RELATIVE ERROR IN AERODYNAMIC MEASURES OBTAINED FROM THE

REFERENCE SIGNAL AND DIFFERENT APPROACHES CONSIDERING THE VOWEL

/I/

capability of the proposed approach to correctly estimate
such aerodynamic characteristics. Thus, in this section we
compare the relative error (37) resulting of estimating these
aerodynamic features, specifically (i) the peak-to-peak glottal
airflow (ACFL), (ii) the negative peak of the first derivative of
the glottal waveform (MFDR) [53], (iii) the difference, in dB,
between the magnitude of the first two harmonics (H1-H2) [54],
and (iv) the normalized amplitude quotient (NAQ) [55].

Tables IV and V show the mean and standard deviation
of the relative errors obtained when estimating the different
aerodynamic features for the phonemes /a/ and /i/ for all the
subjects in Table I, respectively. For the vowel /a/ it can be
observed that, on average, IBIF provides better results for ACFL
and MFDR, compared to the Kalman-based approaches. On the
other hand, for H1-H2 and NAQ, the lowest errors are obtained
with the Kalman smoothing approach proposed in the article.
Considering that the state-space model used for glottal airflow
was obtained from frequency domain data, it may be expected
that the lowest error is obtained for the latter features with the
proposed approach.

For the case of vowel /i/ (Table V) the best results are ob-
tained for most aerodynamic features with the proposed Kalman
smoothing approach, using white noise as input model (KS-
WT). The only exception is for ACFL, where KS-BW leads
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TABLE VI
COMPUTATION TIME IN ESTIMATING THE GLOTTAL AIRFLOW USING

DIFFERENT APPROACHES

to lower relative error. This confirms again that the adaptive
characteristic from the Bayesian approach is an advantage to
the estimation of GVV measures across vowels.

C. Computing Time

In ambulatory voice monitoring, glottal airflow estimation
may need to be implemented in real time in portable devices.
For instance, ambulatory voice treatments may require real-time
biofeedback from aerodynamic signals that could detect voice
misuse [22], [23], [56]. Thus, we here compare the computa-
tional cost associated to each scheme. Our main interest is to
compare the proposed low-order Kalman smoother approach to
a previous Kalman filter strategy proposed in [34], since both
are Bayesian schemes implemented recursively. The algorithms
were run in a standard laptop computer with MATLAB 2021,
16 GB of RAM, and 512 GB of SSD.

The results in Table VI show that the computation time when
using the proposed Kalman smoothing approach is reduced
around two orders of magnitude, from 300 to 5 seconds, ap-
proximately, on average. Moreover, if we consider that the data
processed was, on average, a time interval of 20 seconds, the KS
approach may well be implemented for on-line glottal airflow
estimation. This is not feasible with the previous IBIF Kalman
filtering approach [34], which requires approximately 20 times
the length of the data to obtain the estimates.

VI. DISCUSSION

The proposed Kalman smoother approach offers a new and
enhanced Bayesian solution for estimating glottal airflow us-
ing a neck-surface accelerometer. The proposed method yields
time-domain and aerodynamic performance metrics that are
comparable to or surpass existing ambulatory techniques. More-
over, it provides a significantly more efficient option in terms of
memory and computation time. The proposed approach exhibits
comparable results to the original IBIF scheme [29] when the
calibrated SIB model is used for the same vowel. However, it
outperforms IBIF when the vowel is different from the calibrated
one. For instance, in the case of vowel /i/, the scheme achieves
a 7%-10% decrease in RMSE and a 1.5%-14.9% reduction
in relative error in aerodynamic measures. This illustrates the
adaptability of the Bayesian framework, which is particularly
useful for analyzing long-term ambulatory data where model and

sensor positioning fluctuations are expected [34]. Additionally,
the impact of model mismatch can be further minimized by se-
lecting appropriate process and output noise covariance values in
the Kalman smoother. In addition, the proposed scheme provides
a distinct interpretation, where we estimate the expected value
of the glottal airflow with an associated level of uncertainty.
This aspect of the Bayesian approach provides valuable insights
for assessing the confidence of estimates, which is not available
in the IBIF scheme and can very valuable in ambulatory data
analysis.

If we consider the Kalman filter approach in [34], the main
advantage of the proposed scheme is related to the model com-
plexity and, as a consequence, the computational cost. First, the
proposed Kalman smoother uses a model of order 21-22, instead
of a model of order 350, which means a reduction of more than
one order of magnitude (94%). This reduction is increased by
a power of two when considering memory aspects due to new
state-space model matrices. Also, the computation time needed
by the Kalman smoother is reduced approximately 100 times,
i.e., to 1.5% of the time needed by the Kalman filter. This is
a significant improvement to implement a real-time Bayesian
solution to estimate glottal airflow, which would be a crucial
step forward in biofeedback applications for assisting patients
and clinicians in the ambulatory assessment of VH [23].

It is important to emphasize that any novel technique for sub-
glottal inverse filtering should be compared with other methods
that estimate glottal airflow using different types of sensors,
such as acoustic microphones or oral airflow masks. Contrasting
against these standard reference signals enables an effective
comparison between inverse filtering methods. It is also possible
that some resulting estimates may exceed the accuracy of these
standard reference signals. High precision comparisons using
other sensing capabilities (e.g., hot-wire anemometry or PIV)
and benchmark conditions (e.g., silicone vocal folds) would be
needed to address the limitations of standard reference signals.

In this study, we tested the proposed approach with sustained
vowels. Due to the adaptive capabilities of the proposed scheme,
improvements are expected when assessing this scheme for run-
ning speech signals. In this regard, other considerations such as
the length of the data window for the smoothing algorithm, need
to be further studied for a successful real-time implementation
of the proposed approach.

VII. CONCLUSION

An efficient Bayesian approach using a low-order Kalman
smoother is proposed to estimate glottal airflow from a neck-skin
acceleration signal. Low order state-space representations of an
impedance-based model of the subglottal system are obtained
from the frequency response of the system. This approach is
shown to provide an accurate model for the system, with a
significant reduction to only 6% of the model order (22/350)
and to 1.5% of the computing time, when compared to previous
Kalman filtering strategies for glottal airflow estimation. Given
its reduced computational load and state-of-the-art accuracy,
the proposed approach enables real-time estimation of glottal
airflow (and its associated uncertainty) using a neck-surface
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accelerometer. Consequently, this approach offers novel pro-
cessing capabilities for wearable voice ambulatory monitors.
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